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Abstract

Several studies have focused on scapegoating in the organizational context. However, most have tended to enclose the protagonists in 
predefined roles: scapegoats are relatively passive, their colleagues persecute them, and management quickly join the persecutors. According 
to this scenario, the outcome ends irrevocably with the scapegoat’s isolation. The literatures in related fields have nevertheless suggested 
other modes of regulation, and we might question whether our representation of the organizational scapegoating process, from passive 
actors to automatic outcome, offers a full account of this complex phenomenon as it unfolds and is lived. We in fact do not know how 
organizational actors regulate the scapegoating process, interfering with and influencing its trajectory and outcome. In this article, we con-
ceptualize this complex process by examining the active and regulating roles of its protagonists and how they hinder or even avert the vi-
olence of scapegoating. In an exploratory and qualitative study of seven cases of scapegoating in a large French company, we describe the 
actions of the scapegoats (combating the persecution, struggling against stigma, avoidance, and departure) and management (support for 
persecutors, support for the scapegoat, and ambivalent support). The articulation of the protagonists’ actions ultimately leads to four types 
of resolution for the scapegoat: isolation, expulsion, cohabitation, and assimilation. Two modes of regulation emerge: the first mode strength-
ens and catalyzes the scapegoating process, whereas the second mode prevents and channels it. By detailing the actors’ actions and their 
capacities to co-regulate the scapegoating process, this study moves beyond a deterministic vision of scapegoating and underlines the role 
of its protagonists. A research agenda is discussed.
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W  hile on his way to meet his fiancée, Joe Wilson was 
arrested by the police and accused of kidnapping a lit-
tle girl. The local citizens, quickly whipped into a state of 

hysteria by a few rabble rousers, stormed the jail in which he was 
being held and, in a surge of primitive justice, set it on fire. The 
crowd’s violence was ignored by the authorities and ended up 
contaminating the pre-designated victim, who became over-
whelmed by a desire for revenge. Inspired by an authentic news 
item, this story is recounted in the film Furie (1936), directed 
by Fritz Lang and starring Spencer Tracy. Disturbing because of 
the mirror it holds up and resonating still through the much 
later laws addressing the contagion of violence (Tarde, 1993 
[1890]), this event is a sober reminder of the propensity of 
human groups to sacrifice scapegoats when inflamed by fear 
and anger.

A common term today, ‘scapegoat’ is the figurative designa-
tion of “a person to whom we attribute all wrongs” (Littré, 
p. 1342). The expression has its origins in the Judeo-Christian 
tradition of Yom Kippur transcribed in the Old Testament 
(Leviticus 16). This expiatory ritual consisted in loading a goat 
down with the sins of the people before driving it into the 
desert burdened with the community’s sin. Thus, embodying 
evil, the scapegoat also denotes a process of stigmatization, 
incrimination, violence, and ultimately exclusion (Girard, 1982). 
In this article, we use both the terms ‘scapegoat’ and ‘scape-
goating’ to distinguish those who have become scapegoats 
and the process exerted on them.

As the founder of the Observatory on Scapegoating and 
Institutional Violence affirmed (Casanova, 2014a), all eras and 
places, all functions and statutes, are a priori affected by 
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scapegoating. Scapegoats are found in most social groups 
(Gemmill, 1989), and organizations are no exception. When 
scapegoats are outside the group (e.g., Europe, the competi-
tion), they help strengthen the group to face a common 
enemy (Tajfel, Billig, Bundy, & Flament, 1971). Yet scapegoats 
within the group threaten its entropy and therefore deserve 
numerous types of violence, with negative consequences for 
both the target (e.g., loss of motivation and self-confidence, 
depression, anger, anxiety, psychological disorder, alcoholism, 
work accidents, and suicide) and the organization itself (e.g., 
deteriorations in interpersonal relationships, the working cli-
mate, productivity, and production quality) (Chappell & Di 
Martino, 2000). To meet their obligation to protect employ-
ees (article L. 4121-1 from 1 to 5 and seq. of the Labor 
Code), employers have to be able to assess and prevent the 
emergence of psychosocial risk factors in the workplace 
(Bodier & Wolff, 2018; Gollac & Bodier, 2011). One of these 
factors is the violence affecting the scapegoat. Furthermore, 
according to a report from the National Research and 
Security Institute (2018/2015)1, maintaining good interper-
sonal relationships within the organization and preserving 
employee health goes far in avoiding the many economic 
costs that their degradation entails.

Although scapegoating obviously occurs in organiza-
tions (Bonazzi, 1980), analyses in this context remain rare. 
A few dedicated studies (Boecker, 1992; Bonazzi, 1983; 
Danniau & Meynckens-Fourez, 2015; Daudigeos, Pasquier, 
& Valiorgue, 2014; Eagle & Newton, 1981; Uhalde, 2005) 
have never theless specified the characteristics, uses, stages, 
and protagonists of scapegoating in organizations. The re-
actions are described as typical and predetermined by the 
protagonists’ roles. According to these studies, the scape-
goats, even when they defend themselves, fail to shake off 
their victim status and even at times unwittingly strengthen 
it (Eagle & Newton, 1981; Gemmill, 1989). Meanwhile, the 
persecuting collective engages in a frenzy of violence that 
will not stop until the scapegoat has been sacrificed, and 
the witnesses, including management, systematically join 
the persecutors (Bonazzi, 1980; Casanova, 2014b; Girard, 
1982). Research on similar phenomena, which has ad-
dressed cer tain aspects of scapegoating (such as stigmati-
zation, collective persecution, and ostracism), never theless 
suggests that the protagonists can actually carry out a 
number of adjustment actions. We know little about how 
these actions are arranged over the process of scapegoat-
ing and how they modify the outcome. In order to shed 
light on this gray area, we conducted an exploratory 
study  to address the following question: how do the 

1. Risques Psycho-Sociaux (RPS) published by l’Institut National de Recherche 
et de Sécurité (INRS) in 2015 and updated up until 2018, available online: 
http://www.inrs.fr/risques/psychosociaux/consequences-salaries.html.

protagonists in the scapegoating process contribute to 
regulating the phenomenon?

To answer this question, we examined seven cases of 
scapegoating. All were collected in an organization called 
FERR, which was undergoing profound changes (manageri-
alization of the company, feminization of job positions, reju-
venation of collectives, etc.) that had precipitated a collective 
experience of crisis (Uhalde, 2016), thus offering fer tile 
ground for the emergence of scapegoats (Bonazzi, 1983; 
Daudigeos et al., 2014; Eagle & Newton, 1981; Gemmill, 
1989; Girard, 1982; Uhalde, 2005). This multi-case and pro-
cessual study (Langley, 1999) reveals four outcomes of 
scapegoating and two opposite modes of regulation. The 
first outcome catalyzes and strengthens the phenomenon 
(the isolation or expulsion of the scapegoat), whereas the 
second outcome channels and hinders it (cohabitation or 
reintegration of the scapegoat). The regulations leading to 
these outcomes are identified from the articulation of the 
protagonists’ actions.

This research enriches the literature on organizational 
scapegoating in three principal ways. First, it reveals how 
scapegoating is regulated in the organization and its diverse 
outcomes, thereby challenging the current theoretical as-
sumptions (Girard, 1982). Second, it offers a more situated 
reading of how scapegoating targets emerge, which should 
prompt continued investigation into the personage of the 
scapegoat and the context in which the status emerges. 
Finally, the study details the actions of the protagonists and 
how they co-regulate the scapegoating process, thereby 
opening the way to a less deterministic understanding of 
the process.

In the first section, we present the literature on scapegoat-
ing in an organizational context and the reactions of the pro-
tagonists (scapegoat, persecuting group, and witnesses). Next, 
the methodological approach and the results are presented. 
Then, we discuss the main contributions and limitations of 
the study and, finally, conclude with an agenda for future 
research.

Scapegoats and the organization: State of 
knowledge

We first introduce the scapegoat archetype in the social sci-
ences, mainly developed in anthropology and psychology. We 
then describe its features in the organizational context.

The scapegoat archetype in the social sciences

Seminal thinkers in anthropology (Frazer, 1981; Girard, 1982) 
and social psychology (Berkowitz, 1962; Dollard, Miller, Doob, 
Mowrer, & Sears, 1939; Douglas, 1995; Eagle & Newton, 1981; 
Gemmill, 1989) have investigated scapegoating. The former 

http://www.inrs.fr/risques/psychosociaux/consequences-salaries.html
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considered it an archaic mechanism of ritualized sacrifice to 
contain human violence and thus preserve social order. The 
latter focused more on the psychosocial dynamics that drive 
small threatened groups to displace and distance one of their 
members and the anxiety aroused by interpersonal and intra-
psychic conflict. From both perspectives, scapegoating is seen 
as a cathartic mechanism of displacing evil onto a single victim 
(an individual or a group) or a set of victims (a group or a so-
ciety) that is often denied. The term thus designates “the inno-
cence of the victims, the collective polarization against them 
and the collective purpose of this polarization” (Girard, 1982, 
p. 60). Scapegoating is a process, which Casanova (2010, p. 107) 
defined as “more or less ritualized, of exclusion and substitu-
tion, often of expulsion and expiation.” He added that “its em-
bodiment […] provides the group momentary reconciliation 
by drawing sufficiently strong and unanimous violence to it” 
Casanova (ibid, p. 107). These studies have shed light on the 
methods of selecting scapegoating victims and the stages that 
define the process. 

First, scapegoats are sacrificial victims: this status removes 
responsibility from the group by attributing the dysfunction of 
an entire system to the inadequacy of an individual (Eagle & 
Newton, 1981; Gemmill, 1989). Although the victims may have 
nothing to do with the turbulence threatening the collective, 
they are considered responsible for it. Their sacrifice unleashes 
the internal and endemic violence (expiation) of the group 
onto a single target, leaving the group more peaceful and co-
hesive at the cost of a ‘lesser harm’ (Girard, 1982). In this case, 
scapegoats are partially or completely innocent of the evils 
they are accused of (Girard, 1982). Nevertheless, they are cho-
sen as they bear distinctive signs that actually become victimiz-
ing over the course of the process. These signs equate the 
victims with the threats weighing on the collective and thus are 
at the root of their stigmatization. According to Goffman (1975 
[1963]), the stigmas of scapegoats can be defined as those 
social and/or physical attributes that others consider deeply 
discrediting. Empirical studies have thus observed that scape-
goats tend to be isolated because they are considered as 
non-conforming or deviant within the social body (Girard, 
1982) or group (Eagle & Newton, 1981). Finally, scapegoats 
tend to stir up and attract the persecution of their collective 
before finally being excluded. 

These studies have also helped to specify the stages of 
scapegoating. Although the number of stages differs with the 
level of detail adopted by the authors, the trajectory of scape-
goating remains more or less the same. The sequence is gener-
ally the following: a crisis emerges and disrupts the situation, a 
scapegoat is chosen, the scapegoat is sacrificed, and a new 
social order then emerges. The crisis is undifferentiating, accord-
ing to Girard (1972, p. 24), because it “effaces or telescopes 
the hierarchical and functional differences,” and this carries the 
risk that the violence will become “all against all,” which would 

lead the collective to self-destruction (Girard, 1982), even if 
this remains only fantasized. If the cause for the crisis cannot be 
accessed or there are multiple causes, the scapegoat is se-
lected to serve as an “accessible cause” (ibid., p. 28) for a group 
convinced that “a small number of individuals, or even one, can 
be extremely harmful to society as a whole, despite their rela-
tive weakness” (ibid., p. 27). Little by little, the crisis seems to 
take on a shape that reflects the potential victim’s signs: some-
one who may have been invisible but who seems to be emerg-
ing as a ‘consensual’ victim, distant enough to be sacrificed 
without disturbing the social ties in place and close enough to 
provoke a catharsis. Emergence thus proceeds from the stig-
matizing of someone’s characteristics as so many signs of guilt. 
Instinctively, the choice is directed toward those individuals 
who are part of the social fabric though somewhat marginal, 
usually a member of a minority or any group that is poorly 
integrated or simply different (Girard, 1982). Blaming the vic-
tim satisfies the social need for responsibility and signals that 
the cause of the problems has been found. This selection step 
is followed by a stage of violence unleashed on the now desig-
nated scapegoat, who is partially excluded and isolated by the 
collective (Girard, 1982). During this stage, scapegoats system-
atically act as if they were actually guilty of the alleged wrong-
doing (Eagle & Newton, 1981; Gemmill, 1989). For example, 
they use the first person singular to defend themselves against 
accusations rather than placing the problem in its broader con-
text, which tends to justify the sacrifice in progress (Gemmill, 
1989). At the same time, the collective, while saying it disap-
proves of the scapegoat’s behavior, encourages it through its 
own behavior (Eagle & Newton, 1981) and engages unani-
mously and unequivocally in persecuting this victim. Similarly, 
witnesses systematically join the persecuting collective for fear 
of being the next target (Girard, 1982). Finally, distancing evil 
and fear by circumscribing them in the person of the scape-
goat signifies the new prohibitions to the group so that it can 
recover a sense of harmony. Sacrificing the scapegoat thus puts 
an end to the initial crisis until the advent of a new crisis 
(Girard, 1982).

Scapegoats in the organizational context

The archetype presented in previous section helps us to spec-
ify the functions, contours, and stages of scapegoating within 
the framework of a society or a small group. Yet, one might still 
ask how this archetype can be transposed to the organiza-
tional field. Organizations are a special case in that they pre-
define the contours of work collectives and assign productive 
powers, functions, and objectives to its members. This suggests 
that the scapegoating process is expressed and unfolds differ-
ently. Drawing on the seminal works cited above, several stud-
ies have analyzed the phenomenon in the organizational 
context: public administrations (Bonazzi, 1980, 1983), 
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management committees (Boecker, 1992), educational 
(Casanova, 2014b) and medical (Danniau & Meynckens-
Fourez, 2015) settings, multinational companies (Daudigeos 
et  al., 2014), and situations of managerial modernization 
(Uhalde, 2005). The characteristics of the scapegoating victim 
in organizations have thus been described.

Sacrificial victims in organizations can be functionally re-
sponsible without being factually guilty. Studies have fre-
quently observed that organization members will unjustly 
accuse a member of being officially responsible for an inci-
dent, even though they are aware that this individual could 
not have foreseen the incident unfolding as it did or did not 
have sufficient powers of action to prevent it. However, the 
individual is at the very least accepted as a symbolically ca-
thartic sacrifice (Bonazzi, 1980). In brief, although the perse-
cuting group is aware of the victim’s limited guilt, in their eyes 
he or she is sufficiently involved in the organizational crisis to 
be found credibly guilty (Daudigeos et al., 2014). Naturally, in 
an organizational context, this is a symbolic sacrifice, al-
though it may result in a social death for the vilified and 
isolated victim.

The next stage of stigmatizing scapegoats concerns certain 
types of people typically seen in organizations. The literature 
has notably identified executives (Boecker, 1992; Bonazzi, 1983; 
Daudigeos et al., 2014), managers outside the classic career 
path, women working in male-dominated professions, those 
individuals who tend to take a critical stance regarding the re-
alities of the job or who are physically or ideologically distant 
from the other organizations’ members (Leymann, 1996; 
Lhuilier, 2002; Sigaut, 1990), and those with certain types of 
professional activities (e.g., managers, operators, and union 
representatives) and age groups (e.g., ‘young’ and ‘old’) (Uhalde, 
2005). Conversely, scapegoats may represent an organization 
in need of reform whose members seek to distinguish them-
selves from the one who resists change (Boecker, 1992; 
Bonazzi, 1983).

Last, persecution in the workplace has unique features. While 
anthropologists and psychologists usually see persecutors as an 
emerging and autonomous whole, the boundaries of the organi-
zational work collective are partially imposed in terms of the 
activity (shared work activity) and space-time (shared work-
space and times). Moreover, the expression of organizational 
persecution can be specified. Although studies of workplace vi-
olence – addressing harassment, mobbing, and bullying (for a lit-
erature review, see Branch, Ramsey, & Barker, 2013) – generally 
take little account of its collective dimension (Pinto, 2014), 
Leymann’s (1996) study is an exception. According to this au-
thor, ‘mobbing’ refers to the hostile words and actions (e.g., 
spreading rumors, taunting, sidelining, ignoring, discriminating, ha-
rassing, etc.) expressed or manifested over a long period of time 
by a group of people (Leymann, 1996). It is precisely the repeti-
tion that constitutes the violence, especially since, in an organiza-
tional setting, victim and persecutors see each other regularly 
because of the work. In addition, the victim’s exclusion has been 
described by studies on workplace ostracism (social exclusion 
and sidelining), wherein the victim remains in the collective while 
being physically and/or socially excluded (Lhuilier, 2002), an ex-
ample being the refusal to recognize the person when it would 
be appropriate to do so (e.g., not greeting him or her) (Robinson, 
O’Reilly, & Wang, 2013). However, these studies did not consider 
the scapegoat’s function as a sacrificial surrogate.

The general and organization-specific characteristics of 
scapegoats are summarized in Table 1.

In an organizational context, the stages of scapegoating can 
also be specified. Studies have generally noted that the crisis 
triggering the process is “a qualitatively different moment com-
pared to the normal operating conditions of a system” 
(Bonazzi, 1980, p. 303). It has been successively described as a 
crisis in the legitimacy of power (Bonazzi, 1983) or as an eco-
nomic (Boecker, 1992), identity (Uhalde, 2005), or media 
(Daudigeos et al., 2014) crisis. In this context of organizational 
anomie (Uhalde, 2005), the actors are subject to external 

Table 1.  Archetypal characteristics of scapegoats in the organization

Characteristics Associated notions and definitions

Sacrificial

Innocently guilty: The scapegoat is partially or completely innocent in the eyes of those affected by the crisis (Girard, 
1982) but plays a sufficiently significant role for his or her guilt to be credible, according to the persecutors (Bonazzi, 1983; 
Daudigeos et al., 2014).
Sacrifice: “The entire community turns against the sacrificial victim. The sacrifice dispels the seeds of dissension within the 
community by keeping the focus on the victim” (Girard, 1977, p. 18).

Stigmatized

Stigma: “An attribute that is deeply discrediting” (Goffman, 1975 [1963], p. 3). An element of ‘personal identity’ (what we 
are visibly, what emerges from us as signs) that upsets the ‘virtual social identity’ (the role that we were supposed to play in 
the public eye), disqualifying a person by revealing a ‘real social identity’ (which one then really becomes in the public eye) 
that is depreciated (Goffman, 1975 [1963]).

Persecuted and  
excluded

Workplace mobbing: “A chain of hostile words and actions repeated over a fairly long period and expressed or 
manifested by one or more people toward a third person” (Leymann, 1996, p. 27).
Workplace ostracism: when “an individual or group omits to take actions that engage another organizational member 
when it is socially appropriate to do so” (Robinson et al., 2013, p. 206).
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injunctions to constrain their actions at the expense of the 
rules organizing the social body (Reynaud, 1997[1989]). We 
therefore examined scapegoating as a way for organizational 
actors to recover power as they cope with the indeterminacy 
imposed by a crisis. According to this reading, the selection and 
persecution of the scapegoat can be read, respectively, as per-
sonifying and confronting the crisis at the moment when ac-
tors are looking for room for maneuver in the organization.

Furthermore, the scapegoat and persecutors in an organi-
zation are supervised by managers, who may well witness the 
persecution (when the scapegoat is part of management, the 
witnesses are the higher-ups). According to the literature, 
these managers systematically incriminate the scapegoat as 
well for fear of becoming the next target (Bonazzi, 1980; 
Casanova, 2014b; Leymann, 1996), thus adding to the violence. 
Bonazzi (1980) also notes that scapegoats are inevitably sanc-
tioned by management. In this way, management tacitly ap-
proves the collective retribution and thus eliminates any 
possibility of the victim being rescued.

Table 2 illustrates the different stages of scapegoating in an 
organizational context based on the literature, particularly 
drawing on the seminal work of Girard (1982).

Yet several points require greater exploration when scape-
goating occurs in an organization.

Although the seminal works have described the reactions of 
the scapegoating protagonists as predefined and invariable, 
leading inexorably to the persecution and exclusion of the vic-
tim, the state of knowledge about related phenomena of 
workplace violence and exclusion (stigma, collective violence, 
ostracism, and sidelining) suggests that many actions can be 
implemented by protagonists, in line with the cognitive-emo-
tional approach of Lazarus and Folkman (1984). Cusin and 
Maymo (2016) thus observed that the protagonists had a cer-
tain latitude in decisions about stigmatization. The targets of 
collective violence and ostracism, for example, can put into 
place strategies for fight or flight (Grima & Muller, 2006; Zapf 
& Gross, 2001) and avoidance or denial (Dehue, Bolman, 
Völlink, & Pouwelse, 2012), which are partly dependent on 
their social support systems and opportunities for escape 
(Grima & Muller, 2006; Lhuilier, 2002). Notably, some manage 
to return to their initial status within the collective (Wu, Yim, 
Kwan, & Zhang, 2012).

Studies on how the victims of violence and exclusion react 
have also raised questions about the inevitability of scapegoat-
ing, also noting a variety of actions on the part of all the pro-
tagonists. However, we have little understanding of how these 
actions interfere during the scapegoating process and shape its 
course. Therefore, the purpose of this study was to explore 
the process in the organizational context to determine the 
underlying modes of regulation. Regulation, understood in the 
social sense (‘management of the phenomenon by the organi-
zational actors’), refers to the way actors behave and interact 
to negotiate the social order in order to manage conflict 
(Reynaud, 1997[1989]). The combination of protagonists’ ac-
tions should therefore lead to different forms of regulation, 
which we sought to identify and characterize.

Methodology

This research was intended to be comprehensive, qualitative, 
and interpretative (Sandberg, 2005). It was based on the pro-
cessual analysis of seven cases of scapegoating in a state-owned 
enterprise called FERR. The research design is presented in the 
following sections.

The field of study

In the mid-1990s, FERR, a state-owned rail freight enterprise, 
shifted to New Public Management (NPM) (Pichault & 
Schoenaers, 2012), as have most public organizations (Kuipers 
et al., 2014). However, NMP has made it more likely that work-
place violence will emerge (Abord de Chatillon & Desmarais, 
2012). Within the company, this change precipitated profound 
organizational, strategic, structural, technological, and cultural 
transformations. At the strategic level, the ‘customer orientation’ 
initiated in the late 1990s marked the transition from integrated 
management to ‘management by product’. Structurally, produc-
tion was reorganized by activity, resulting in the merger of pre-
viously separate establishments. Technological changes resulted 
in the reconfiguration of workspaces and the transfer of agents 
to computerized referral stations. Finally, a technical culture was 
gradually replaced by a more commercial culture. These changes, 
prescribed, impersonal (Miossec, 2011), and directed (Autissier, 
Vandangeon, & Vas, 2010), gave rise to new operating rules and 

Table 2.  The stages of the scapegoating process in an organizational context

Initial situation Crisis emerges Scapegoat chosen Scapegoat sacrificed New social order 

The crisis is invisible, 
and distinctive signs 
are not stigmatized. 
The collective lives in 
harmony.

The crisis threatens the 
established order and sets 
members of the collective 
against each other.
Victimizing signs begin to 
emerge.

The collective spots a 
consensual victim. The 
victim is stigmatized and 
found guilty. 

The collective persecutes the 
victim, who cannot defend 
himself/herself and is held in a 
socially ‘in-between’ space. 
Management rallies around the 
persecutors. 

The threat has been 
personified and is held at a 
distance. The collective lives 
in temporary harmony due 
to the scapegoat’s 
sacrifice. 
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profoundly modified the organization’s cultural framework 
(Sainsaulieu, Francfort, Osty, & Uhalde, 1995). In addition, NPM 
has led to a weakening of social regulations and produced an 
uncertain and worrisome climate for many employees who 
were often deeply invested in their work and the organization 
(Rondeau, 2008). Indeed, this climate has even been described 
as reflecting a collective experience of crisis (Uhalde, 2016) in 
the sense described by Girard (1982). FERR had initially been 
chosen to study workplace socialization and inclusion/exclusion, 
with two separate surveys of a targeted sample (Lincoln & 
Guba, 1985) of about 50 employees exposed to these organi-
zational changes. Yet it also proved to be a breeding ground for 
another phenomenon: scapegoating.

A multiple-case study

Our ‘amplified’ analysis (Chabaud & Germain, 2006), which 
combined our initial data set (related to workplace socializa-
tion and inclusion/exclusion) and a supra-analysis (Heaton, 
2004) based on this new theoretical reading, enabled us to 
identify several cases of scapegoating. We therefore chose to 
perform a multiple-case study (Yin, 2009) in order to superim-
pose the findings and gain new insights into this little explored 
phenomenon. By doing so, we were able to limit the risk of 
equifinality that all qualitative research entails (Dumez, 2013) 
and circumvent some of the difficulties of accessing the phe-
nomena of scapegoating (Desmond & Kavanagh, 2003; 
Gemmill, 1989; Girard, 1982), which is often denied and thus is 
difficult to question directly.

Despite the difficulties of our undertaking (Langley, 1999), 
seven distinct cases of scapegoating (referred to from A to G) 
were distinguished within five separate work collectives. Each 
case was distinct (Moriceau, 2003) but showed typical features 
(Ayerbe & Missonier, 2007) of scapegoating as identified in the 
literature: a victim who was sacrificed because he or she was 
found guilty of a change she was not responsible for despite 
having little power of action over it (e.g., a new woman driver 
symbolizing, against her will, the decline of the masculine culture 
of the driving profession and its feminization); stigmatized by the 
collective, which indicates that some of the victim’s attributes 
were emblematic of the change taking place (e.g., stigmatizing 
the ‘private language’ of an executive from a prestigious school, 
symbolizing the company’s privatization); and persecuted be-
cause he or she was systematically abused and excluded by this 
collective (e.g., shunning, collective, and systematized verbal 
violence).

Collected data 

As part of the initial studies on workplace socialization and 
inclusion/exclusion, data were collected from several sources 
(e.g., interviews, observations, and secondary data), but the 

main method of collection was the semistructured interview. 
Individuals were asked about changes in their work and within 
their collective, as well as their daily problems with adjusting to 
the changes.

Among the 13 collectives we studied, five harbored cases of 
scapegoating clearly identifiable from the retrospective ac-
counts provided by the collective members. In all, seven cases 
of scapegoating were identified, two collectives (1 and 5) hav-
ing experienced the phenomenon twice. These collectives var-
ied in size, ranging from 10 to several dozens of people, 
depending on the local organizational context and the working 
hours (day/night).

The cases concerned 17 of the people encountered for the 
initial data set. Most were interviewed twice (6–13 months 
apart) between 2012 and 2015, using a diachronic approach. 
This sample was made up of local workers and managers per-
forming in a variety of job positions (e.g., schedulers, signal 
system technicians, brake operators, and train drivers).

The characteristics of the sample and the seven cases are 
detailed in Table 3.

Legend: (1) Names: D, director of unit; M, Frontline manager; 
O, operator. Those whose names appear with an * were men-
tioned by the interviewees but were not interviewed. (2) 
Protagonists: S, scapegoat; P, persecutor; W, witness.

During the interviews, the dynamics of the scapegoating 
were recounted either retrospectively (in full at a single collec-
tion point) or as the process progressed (in the form of key 
steps at each of the two collection points). The intersection of 
lived experiences and the researchers’ viewpoints helped us to 
intersubjectively distinguish (Suddaby, 2006) each scapegoat’s 
experience from that of the persecutors and witnesses. Three 
of the cases were reported by the three protagonists (A, C, 
and D) and the other four by two of them (E, F, G, and B) due 
to the space–time restrictions of the study (e.g., the victim 
obtained a transfer). However, their nature was confirmed 
during informal discussions with several collective members. 
The interviews lasted for 90 min on average and were fully 
recorded and transcribed. The many informal and fortuitous 
discussions before and after the interviews often consisted of 
‘frank’ talk about these situations, which was included in the 
data analysis.

These data were supplemented by observations by one of 
the researchers at the time of the initial investigation. 
Within the framework of an action research project, she had 
joined a working group of human resources employees and 
union representatives and was responsible for helping the 
members to get a handle on the changes in job descriptions 
and issues of inclusion/exclusion within the various work col-
lectives. On this occasion, the interactions were documented, 
and the key informants were interviewed (e.g., senior execu-
tives, station managers, a human resources manager, local 
managers, and train drivers). The interviewees provided 
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valuable information on the contexts of crisis, and all inter-
views were also recorded and transcribed in full. Finally, this 
active presence in the field made it possible to collect sec-
ondary data that were later reused (excerpts from meeting 
minutes and communication campaigns on railway careers, 
and internal documents on the future of professions) and 
strengthened the researcher’s legitimacy in the stations and 
with local teams.

Data analysis

Data analysis consisted of specifying how the scapegoating 
process unfolded over time according to two of Langley’s 
(1999) processual perspectives. These proved to be particu-
larly relevant for understanding the logic that structured the 

temporal phenomena (Van de Ven, 1992) and drawing out the 
richness, dynamism, and complexity of the data (Langley, 1999). 
Of the 600 pages of transcription, only the data shedding light 
on scapegoating were coded, which amounted to one-third of 
the material originally collected, that is, 200 pages of tran-
scribed interviews and secondary data.

Two steps of analysis were necessary. In the first step, we 
looked for breaks in the linearity of the conventionally de-
scribed scapegoating process. Known as temporal bracketing, 
this strategy of processual data analysis (Langley, 1999) iden-
tified the stages in the process and their content. Five 
time-ordered stages emerged for each scapegoat case. The 
breaks in linearity appeared in the fourth stage and resulted 
from the interactions of the scapegoats’ and management 
actions in response to the collective persecution. Double 

Table 3.  Characteristics of the sample and cases

Case Team and context Name Protagonist Job Date, type, and volume of collected data

A Collective 1
Collective of signalers for switching train 
tracks. 
Computerized switching junction in 
South-East France. Working alone, 
collective break room.

M1 B Firstline manager 09/2012–04/2013
Interviews (M1, O1a,b)
Interview with the manager of rail traffic (key 
informant)
Internal documentation on job developments
(10,000 words)

O1a P Signaler

O1b T Signaler

B D1* B Manager

O1a P Signaler

O1b T Signaler

C Collective 2
Collective of agents who organize train 
departures from the platform. Stable 
teamwork in the Paris region.

M2 B Firstline manager 10/2012–04/2013
Interviews (M2, O2a,b)
Observations
Excerpts of internal communication campaigns on 
job developments
(6,000 words)

O2b P Railroad operator

O2a T Railroad operator

D Collective 3
Collective of agents who carry out 
movements of rails under repair. Highly 
unionized. Working in rotating teams 
(2 × 8) in the Paris region.

M3a B Firstline manager 06/2012–03/2013
Interviews (M3a,b,c, O3a,b,c)
Interviews with the head of the establishment (key 
informant)
Interview with a human resources manager
(key informant)
Observations (2 days of learning about jobs)
(18,000 words)

M3c P Firstline manager

O3a P Railroad operator

O3b P Railroad operator

M3b T Firstline manager

O3c T Railroad operator

E Collective 4
Collective of highly unionized train 
drivers. Solitary and mobile work. 
National scope.

O4a B Driver 05/2015
Interviews (O4a,b)
Interviews with other drivers and firstline managers 
(key informants)
Excerpts of external communication campaigns and 
meeting minutes (10,000 words)

M4* T Firstline manager

O4b T Driver

F Collective 5
Collective of agents who organize train 
departures from the platform. Highly 
unionized. Stable teamwork. Lyon region

O5b* B Signaler 10/2012–04/2013 
Interviews (M5, O5a,c)
Internal documentation on job developments 
(7,000 words)

O5c P Signaler

M5 T Frontline manager

O5a T Signaler

G O5a B Signaler

O5d* P Signaler

M5 T Frontline manager
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coding provided a systematic reformulation of the divergent 
interpretations until consensus was reached on the identifi-
cation of each stage. Table A in the Appendix illustrates the 
contents of the stages.

In the second step, we constructed a detailed chronological 
account of each case. This ‘narrative strategy’ (Langley, 1999) 
made it possible to format the raw material (primary and sec-
ondary data) by reordering it in the form of vignettes. The vi-
gnettes, essentially narratives written by the researchers, were 
certainly subjective and retrospective versions of the scape-
goating situations, but they were similar enough to the actual 
sequence of events to be considered representative and em-
blematic (Miles, Huberman, & Saldana, 2013). Although the 
facts as reported by the interviewees converged, the interpre-
tations of the protagonists (scapegoat, persecutor, and witness) 
often diverged. For example, the persecutors justified exclud-
ing the victim by claiming that he or she was responsible for 
the perceived job-related and cultural crisis, and they tended 
to minimize the acts of violence. When this violence was cor-
roborated by several interviewees, we considered it plausible 
and to be explored.

The data interpretation and all the coding steps were car-
ried out by the two authors. The data analysis was modified 
(identification of the stages in chronological order, underly-
ing mechanisms, and various outcomes) as the authors 
gained an in-depth understanding of the phenomenon. An 
extract from the data coding is presented in Table A of the 
Appendix.

Results

The results are presented in two parts: the first describes 
the stages of the scapegoating process, and the second part 
highlights the protagonists’ actions and the four typical 
outcomes.

The five stages of scapegoating 

The comparison of scapegoating situations showed similarities 
in the first three stages of the process and differences in the 
fourth and fifth stages.

Stages 1, 2, and 3: Emergence of the crisis, selection, 
and sacrifice of the scapegoat

All the situations began with a change that the collective per-
ceived as threatening. This change had profoundly transformed 
the collective’s job description and culture, causing a wave of 
uncertainties and worries. The uncertainties concerned the 
quality of work, the commitment to the company and the col-
lective, attitudes, behaviors, and language, all of which were 
perceived as being legitimate or illegitimate.

Those who came to be considered the symbols of change 
were indeed the personification of threat and its causes, even 
though all this remained obscure or inaccessible to the col-
lective. The scapegoats’ attributes resonated with the collec-
tive fears. Certain individuals became scapegoats because of 
an intrinsic stigma: this was the case for women drivers who 
joined a team of mostly men highly resistant to the feminiza-
tion of their profession (case E). Other scapegoats were cho-
sen for an extrinsic stigma. These included the new generation 
of local managers who had graduated from business schools 
and behaved in ways that reflected a managerial culture 
closer to that of the private sector, in clear contrast with the 
vision that the employees had of their management and 
company (cases A, B, C, and D). Young newcomers to teams 
of ‘old-timers’ were also stigmatized because of their ‘zealous’ 
attitude about the prescribed work rules and management 
(cases F and G).

Once scapegoats were selected, the collectives proceeded 
to violently attack them. They taunted them, hindered them in 
their work, disqualified, provoked or ignored them, verbally as-
saulted them, spread rumors, and socially and physically ex-
cluded them. At this stage, the scapegoats were designated, 
persecuted, and held apart by their respective collectives in 
each of the situations.

Stage 4: Reactions to the sacrifice – The actions of 
the scapegoat and management

At this stage, the actions of the scapegoat and management 
differentiated the outcomes.

The scapegoats displayed two defensive actions as they 
faced adversity. Some chose to flee, while others fought back. 
Flight often manifested as avoiding the collective on a daily 
basis. The scapegoat thus self-excluded from the group while 
remaining part of it (cases E and F). At its most extreme, flight 
could cause the scapegoat to leave the collective, thus ending 
the persecution (cases A and B). Fighting back was an attempt 
to address the situation. It could be directed against the perse-
cution or the stigma. When it was directed against the perse-
cution, the scapegoat denounced what was happening and 
tried to gain the support of management (case G). When it 
was against the stigma, the scapegoat worked to conform to 
the codes and informal rules of the persecuting group (cases 
C and D).

Management (N + 1 of the scapegoat and persecuting 
collective or higher levels) generally took one of three types 
of action. It could support the scapegoat against the perse-
cuting collective by clearly expressing dissatisfaction and 
seeking sanctions against the collective members (case G). It 
could also support the persecuting group against the scape-
goat in three ways: by explicitly incriminating the scapegoat 
(cases B and E), ignoring the scapegoat (case A), or 

https://management-aims.com/index.php/mgmt/article/view/4871/10504
https://management-aims.com/index.php/mgmt/article/view/4871/10504
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attributing to him/her at least some of responsibility for the 
situation (case F). Finally, management could take intermedi-
ate action by partially supporting the scapegoat psychologi-
cally yet without explicitly opposing the persecuting group 
(cases C and D).

Stage 5: New social order – The reconfiguration of 
the collective

Following the actions of the scapegoat and management in 
response to the scapegoating, the collectives reacted in three 
ways. They could commit as a whole and for the long term to 
continuing the persecution (cases A, B, E, and F), but some 
(case G) or most of the collective members (cases C and D) 
could also choose to end the persecution.

It thus appeared that the persecuting collectives reacted 
to the actions of the scapegoat and management, who acted 
as either obstacles or invitations to continue the persecu-
tion. It should be noted that when the scapegoat was sub-
missive about being persecuted (flight) and management 
gave approval (support of the collective’s action), the collec-
tive tended to pursue its course (cases A, B, E, and F). The 
scapegoating process was strengthened, and the outcome 
was the victim’s isolation (cases E and F) or expulsion (cases 
A and B). In cases of isolation, all the protagonists partici-
pated deliberately or by default in persecuting the scape-
goat, including the scapegoat who self-excluded. The 
situation was similar in cases of expulsion, except when the 
scapegoat seized (or was forced to seize) an opportunity to 
escape by transferring out. The collective was then deprived 
of an accessible victim. As the threats and worries were ever 
present, it then became possible that another ideal victim 
would emerge.

Conversely, when the scapegoat fought back (fight) and 
management opposed the sacrifice even partially (full sup-
port/ambivalent support for the scapegoat), the collective’s 
persecution was at least somewhat weakened (cases C, D, 
and G), which had one of two remarkable results: the collec-
tive split into two coexisting camps (case G) or the scape-
goat was brought back into the fold by most of the members 
(cases C and D). In the case of cohabitation, the scapegoat 
was first supported by management and then by newcom-
ers carrying the same stigma, and these proved to be pre-
cious allies. The collective then split into two opposing 
camps. The original group of former persecutors continued 
to resist change, and the new group of scapegoats was cer-
tainly rejected by the first group but they were nevertheless 
integrated and could accept and apply the changes in their 
work. In the case of assimilation, the scapegoat’s fight against 
the stigma and the partial support of management ulti-
mately led to the scapegoat being accepted back into the 
collective. The scapegoat thus managed to stop the 

persecution, and the persecutors felt that they had symbol-
ically fended off the threatened change by removing indi-
rectly the stigma. 

These two opposite modes of resolution stood out in the 
scapegoating process: the first catalyzed and strengthened the 
phenomenon (isolation and expulsion), whereas the second 
channeled and hindered it (cohabitation and assimilation). The 
following section details these dynamics by illustrating them 
through the stories of Marianne, Sacha, Michael, and Lucie, 
each having experienced a different outcome.

Four scapegoats and their actions

We present four vignettes that provide condensed descrip-
tions of the four typical outcomes of scapegoating that 
emerged from our data. Cases B, D, E, and G were selected 
because they illustrate the diversity of the changes and types 
of scapegoats. In vignette 1, Marianne’s outcome was isolation. 
Vignette 2 presents the story of Sacha, who was ultimately 
expelled from the collective. Michael was finally reintegrated 
into the collective, as recounted in vignette 3, and vignette 4 
presents the story of Lucie, whose outcome resulted in the 
cohabitation of two collectives.

Vignette 1: Marianne’s isolation (case E)

Eighty percent of the employees of FERR are men, and no 
‘agent’ of any type has been a woman. The culture of profes-
sional drivers was always strong, with masculine norms that 
have been profoundly challenged by the recent feminization 
of its workforce. The profession itself is being transformed, as 
physical strength is no longer a perquisite, and work can now 
be interrupted for parental obligations and family life (e.g., 
part-time work and parental leave). “The arrival of women 
has upset this cultural norm” (excerpt from a meeting, back-
ground and diversity). At driving school, Marianne’s instructor 
did not fail to tell her that “we don’t take women at this 
school, only normal people. Definition of normal people: 
men without children.” (O4a). However, like the drivers who 
would welcome her in rooms filled with posters of naked 
women (key informant), she was not prepared for the diffi-
culties of this encounter. She had to endure sexist humor and 
provocations from these men, who seemed to have found in 
her an ideal victim. When she was refused a monitor of her 
work for fear that she would “wow him,” she had to “strongly 
insist” that her superiors and peers give her the same training 
that her male colleagues had been given. She was dismissed 
as a professional by rumors that she had done well on her 
exams by giving sexual favors. “Being a better driver than a 
man is not normal, so I had to suck it all up in order to get 
the grade,” she said. Marianne was constantly reminded of 
the stigma of being a woman: “I can’t talk to them about 
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work because we always come back to the fact that I’m a 
woman.” This persecution was not, however, part of the tra-
ditional rite of passage, as she explained “in this job, they call 
the newcomers ‘asshole students’ and they have to prove 
themselves with the worst trains and crazy working hours for 
about two years before they’re accepted. But fifteen years 
later, I still have to prove myself, I’m always proving that I can 
do the job.” Her male and female colleagues, like the union 
representatives, were rather insensitive to the issue of femi-
nization, having chosen their side and now preferring to close 
their eyes. Management, particularly her last manager, whom 
she describes as “clearly misogynistic,” added to the incessant 
fault-finding with degrading remarks. “He [the frontline man-
ager] said to me: a woman shouldn’t drive trains, she can’t 
raise her children properly if she’s a driver, and my wife is at 
home to raise my kids; you’re one of the most worthless 
drivers in France.” She became increasingly rejected, but it 
was difficult to leave this position for another. She would 
have liked to be an instructor, but her part-time job closed 
many possibilities for a transfer. She isolated herself in her 
cabin, which modestly protected her from her colleagues’ re-
marks, because she can no longer stand the driving agents 
[…]. “Being alone in the cabin limits the impact of their re-
marks.” She no longer frequents the break rooms and when 
mandatory training days put her in contact with her col-
leagues, she stoically “takes [their remarks] on the chin.” 
Ultimately, she complies with her role as scapegoat by partic-
ipating in her isolation. The change was thus circumscribed 
and held at a distance, and life in the collective was able to 
resume its normal course.

Table 4 provides a summary of cases E and F, which illustrate 
the isolation of a scapegoat. This isolation consisted in avoiding 
the collective and thus becoming isolated. Case F, not de-
scribed here, concerns a newcomer, bringing a new way of 
conceiving the job and dealing with management and union 
commitment, to a group of old-timers attached to the ‘tradi-
tional’ operating modes.

Vignette 2: Sacha’s expulsion (case B)

The creation of computerized switching stations (CSS) caused 
considerable reluctance among the switching agents. They 
were forced to leave their stations to go to the CSS and feared 
being professionally downgraded: “they no longer hesitate 
about putting someone on the sidelines and letting them sink. 
I saw it when the CSS was being put into place. There was the 
best agent in the station, a genius. I’m not going to say that he 
was left to die but not far from it. He almost ended up a psy-
chiatric case. He was 52years old. He didn’t want to work from 
the screens, and he needed to really see for himself. So instead 
of trying to change his mind, they put him… When there’s 
work on the tracks, there’s a guy with a horn who lets us know 
a train is coming. They’re often disabled or drunks. He was put 
there to make sure he understood.” (O1a). This was the con-
text when Sacha arrived. He was appointed head of one of the 
first CSSs in the territory, made up of a collective of old-timers 
sent from the stations they had been forced to leave. A gradu-
ate of a very good engineering school but without railway ex-
perience, he quickly came to embody FERR’s NPM in the eyes 
of the others. To his agents, Sacha was a strategist, an oppor-
tunist, interested neither in the switching profession nor in the 
team he managed. “That engineering school, they all leave with 
that kind of blind ambition. They know how to sell themselves. 
They know how to position themselves. But they don’t give a 
damn about the human factor. […] He doesn’t know anything 
[about the jobs in the sector],” (O1a) claims one of his agents. 
In line with the stigma he carried, his behavior called into ques-
tion issues of autonomy, room for maneuver, social rituals, and 
the local arrangements of signalers in favor of control and the 
individualization of work: “[e]verything’s controlled, recorded, 
the slightest click, the slightest touch on the keyboard. No 
more freedom! […] Now everyone sits in front of the twelve 
screens” (O1a). The collective as a whole began to engage in 
openly hostile behavior toward the person now described as 
‘Big Brother.’ “It was building up for one day, two days and on 
the third, it all fell apart [the manager was insulted and 

Table 4.  The isolation of the scapegoat (cases E and F)

Crisis emerges Scapegoat chosen Scapegoat sacrificed Actions of 
protagonists

New social 
order 

Case E Feminization of driving jobs: questioning a masculine 
culture, the need for physical strength in the job, the 
legitimacy of sexist humor

A very feminine 
driver who does 
not conform to the 
masculine culture

Derogatory remarks, 
provocation, 
professional disqualifi-
cation, social isolation

Continued 
persecution by 
the collective
Management 
gives support to 
the collective
Scapegoat avoids 
the collective

Isolation of the 
scapegoat

Case F Rejuvenation of the work collective: questioning the 
rites and practices of the ‘old-timers’, such as local 
arrangements, union commitment, defiance of 
management and criteria for work well done according 
to new standards of safety and productivity

A young newcomer 
who doesn’t fit 
with the rites and 
practices of the 
old-timers

Taunts, social isolation, 
professional 
disqualification
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threatened]. His face was all red with tears running down it” 
(O1a). A union representative brought this situation to the 
attention of senior management, who, fearing a work stop by 
this highly unionized collective with considerable power to dis-
rupt the workflow, took the side of the persecutors. One of 
them contacted Sacha directly and asked him to change his 
behavior to avoid an explosion. “He [the senior manager of 
FERR] called him [D1]. He told him he had to change immedi-
ately because it was going to be a disaster” (O1a). When the 
management rallied to the side of the persecuting collective, 
Sacha experienced it as the blow of a ‘sledgehammer’. He took 
the opportunity to leave as soon as a possibility for transfer 
came up. The social climate was again peaceful, Sacha’s man-
agement superiors were protected, and the collective was 
able, at least for a while longer, to put off the professional and 
cultural changes that Sacha had represented, now 
‘neutralized’.

Table 5 summarizes cases A and B, which illustrate the ex-
pulsion of a scapegoat. Case A, not presented here, describes 
a manager, a ‘former agent’, who, having risen to a ‘managerial’ 
position, adopted the codes of managerialization, thus calling 
into question the collective’s ‘traditional’ modes of operation. 
Seeing in him a ‘traitor’, the collective began to persecute him.

Vignette 3: Michael’s assimilation (case D)

NPM and the spread of a managerial culture at FERR were 
partly supported by the arrival of managers from the private 
sector. The recruitment of managers with no railway experi-
ence completely opposed the traditional career path and was 
strongly criticized: “[…] These young graduates have really up-
ended the management that was in place” (human resources 
manager; key informant). Michael indeed presented a clear 
contrast with the usual figure of someone starting at the bot-
tom and working their way up, step by step. Young, with no 
field experience and recruited directly from a private company, 
he was placed in charge of a highly unionized team of experi-
enced agents. These ‘old pros’ took a dim view of Michael’s 
arrival. As he tried to transform the profession – by instituting 

more stringent safety rules and more control systems, all the 
while reducing the workforce – and challenged the local col-
lectivist culture – by individualizing the work and limiting soli-
darity and collective time – he quickly came to be perceived as 
a threat. “There’s not the same friendly feeling as before. That’s 
because of how we’re being managed […] They took it all 
apart. So that we’d no longer be united, with less in common, 
for strikes, etc.” “After a while, the manager became a judge 
and ‘cop’ […] It’s becoming like the private sector” (O3a), said 
an agent regretfully. Michael was stigmatized for his managerial 
language, which did not fit well with railway jargon. His lan-
guage reflected his ignorance of the profession and therefore 
his lack of legitimacy for his position. In retrospect, Michael said: 
“[t]hey had a bad idea about me. Also, I came from the private 
sector. I had a way of speaking that didn’t fit at all [with the 
job]” (M3a). Disliked, he was successively denigrated, reviled, 
and ignored. Insulted as a ‘jerk’ and a ‘good for nothing’, his 
agents deliberately broke the safety rules in front of him, signal-
ing both their disrespect for him and their disagreement with 
the transformations. When Michael asked one of his persecu-
tors why he had defaced the paper that he had just asked him 
to sign, his answer reflected the image that Michael despite 
himself gave the team: “[i]t’s no big deal. It’s physical. I just don’t 
like you.” Despite the opportunities for transfer available to 
him as a manager and the discreet support of management, 
which refused to sanction the persecutors for fear of causing a 
collective work stoppage – “The director of the operational 
unit is there, but it’s blocked from above, by the unions” (M3a) 
– Michael refused to accept the situation. With the support of 
his peers, he tried to understand his persecutors’ viewpoint 
and began to work on himself. He fought against his stigma by 
learning the ways of the railway profession and thus gradually 
conformed to the codes and rules of the persecuting group. 
His efforts were not in vain as he managed to halt the scape-
goating process and earned the respect of most of his agents, 
who finally accepted him. “I think that’s why they respect me 
more than before. […] They see that I am not a puppet, that 
when I speak about safety, I really know what I’m talking about. 
Even though I don’t have the experience they have, they know 

Table 5.  The expulsion of the scapegoat (cases A and B)

Crisis emerges Scapegoat chosen Scapegoat sacrificed Actions of protagonists New social 
order

Case A Managerialization: questioning 
the social rites of the old-timers, 
individualized work, increased 
control and traceability.

A manager who had adopted 
the codes of managerialization

Taunts, short-circuiting,
professional 
disqualification

Collective continues the 
persecution
Management gives support 
to the collective
Scapegoat
leaves 

Expulsion of 
the scapegoat

Case B A young manager from an 
excellent school with no railway 
experience ends up in PAI with 
little knowledge of the railway 
culture

Derogatory remarks, 
insults, threats
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very well that I know the regulations.” “[Before] the guys were 
making safety mistakes in front of me. Today when I show up, 
even though I know very well that behind my back they might 
get hurt, they make the effort to do things the right way in 
front of me.” By shaking off part of the change he embodied, 
Michael was able to ultimately negotiate his way into the col-
lective, and the collective was able to hold off the arrival of a 
managerial culture that it did not want to see established.

Table 6 provides a summary of cases C and D, which both 
illustrating the assimilation of a scapegoat. Case C, not ex-
plained here, concerns a manager, a former agent, who would 
have liked to adopt the codes of managerialization to super-
vise a group of old-timers. Like case D, he ended up fighting 
against his stigma to be accepted by the collective.

Vignette 4: The cohabitation of Lucie and her 
persecutors (case G)

Lucie is part of ‘the younger generation’. After working in the 
private sector, she was trained in the company’s new work 
procedures and sensitized to issues of productivity and effi-
ciency, which were the central arguments for the transforma-
tion in the official discourse. She embodied management’s 
vision for the company but was rejected by the group of older 
agents she had joined as a departure agent. Upon arriving, 
Lucie criticized the deviance of certain entrenched social rites, 
like using outdated procedures, crossing the tracks and drink-
ing alcohol when managers were not around. “On Wednesday, 
there were two who could barely stand. The newcomers 
thought this wasn’t normal and they were right. They were 
shocked. When they came back down, you could smell it. The 
guy was still leaning against a post” (M5). In addition, she re-
fused to join a union or go out on strike and generally took the 
side of her manager, unlike her colleagues. Very quickly, she em-
bodied for this crew a challenge to long-established ways of 
working, the disintegration of collective solidarity around social 
struggles, and a willingness to reexamine the systematic oppo-
sition to management. “It’s like everything from management is 
bad. The slightest gesture, the smallest gift certificate, is an 

insult. It’s a bit excessive and I blame the unions for that. 
They threaten first, they argue, they strike, before any discus-
sion” (O5a). As one informant pointed out, the agents were 
threatened by the arrival of this generation because “what 
they’ve learned all their lives has become obsolete. Young peo-
ple see opportunities” (Local manager; key informant). Yet 
management appreciated Lucie’s behavior. “They [young peo-
ple] have a different way of looking at work. They really come 
here to work. When they have to work hard, they do. They 
apply the regulations. They don’t argue” (M5). Lucie’s stigma 
became readily apparent because “the new people, as soon as 
they arrive and have their grade, they’re labeled” (O5a). She 
did not understand what she was being blamed for and suf-
fered from the hostilities of her colleagues, who laughed at her, 
disparaged her, and humiliated her in public. “I was literally told 
off in public. […] I tried to figure out what I had done wrong 
to be yelled at like that if the mistake wasn’t mine” (O5a). 
Deeply affected, Lucie could not afford to leave her post and 
continued to suffer. She then sought help from her manager by 
writing a letter to inform him of her persecution. He said: 
“When I found out, I called her. She was crying” (M5). Sensitive 
to Lucie’s psychosocial distress, he tried to protect her. “[I tell 
them] that if they are having a hard time, they shouldn’t hesi-
tate to talk to me about it, that no one should impose anything 
on them” (M5). Lucie was motivated by this support. Some 
time later, new agents with the same stigma joined her crew 
and her cause: “three people arrived after me, and I get along 
with them very well […] They sort of have the same motiva-
tion. We want to represent our company, do things well, be 
above reproach” (O5a). Two sub-crews were thus formed: one 
being Lucie’s persecutors, whom she remained wary of, and 
the other being the young people, whom she was now part of. 
Change was therefore partly integrated into this collective, 
with persecutors and scapegoats having equal strength and no 
other choice but to live together.

Table 7 summarizes case G, which illustrates the coexis-
tence of the scapegoat.

In conclusion, the vignettes presented indicate that the out-
comes of scapegoating depend on the articulation of the 

Table 6.  The assimilation of the scapegoat (cases C and D)

Crisis emerges Scapegoat chosen Scapegoat sacrificed Actions of protagonists New social order

Case C Managerialization: questioning 
the social rites of the old-timers,

individualized work, increased 
control and traceability.

A manager who had 
adopted the codes of 
managerialization

Derogatory remarks, 
provocation, 
professional 
disqualification, social 
isolation 

Collective persecutes, 
then most members 
assimilate the scapegoat 

Management gives 
ambivalent support to 
the collective

Scapegoat fights the 
stigma

Assimilation of the 
scapegoat

Case D A young manager from the 
private sector with no 
railway experience and 
little knowledge of the 
railway culture 
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protagonists’ actions. Two modes of regulation were identified: 
the first mode catalyzed the persecution and led to the isola-
tion or expulsion of the scapegoat, whereas the second mode 
channeled it and led to cohabitation or assimilation.

The mode of regulation that catalyzed the scapegoating 
resulted in the collective’s ongoing persecution, management’s 
support of the collective, and the scapegoat’s avoidance or 
departure. Depending on the case, the protagonists’ actions 
appeared in different orders. In case F, for example, manage-
ment’s support of the collective inevitably led to the scape-
goat’s intention to leave because his persecution was 
strengthened. Conversely, in case E, it was difficult to distin-
guish the succession of actions over time. The ongoing perse-
cution of the scapegoat seemed to result from both 
management’s support of the collective and the scapegoat’s 
withdrawal.

The mode of regulation that channeled the scapegoating 
systematically appeared at the scapegoat’s initiative, with fight-
ing back either against the stigma or against the persecution. In 
case G, informing management of the persecution generated 
support. Management, wanting to change the collective’s prac-
tices, decided to renew the workforce by bringing in 

non-persecuting individuals. In case D, the scapegoat’s fight 
against his stigma helped put an end to the persecution, de-
spite management’s discreet and ambivalent support.

Table 8 presents these outcomes, the underlying actions. 
and the two modes of regulation that emerged.

Discussion and research agenda

In this section, we discuss the contributions of this research 
and the new perspectives that this exploratory study opens to 
better understand scapegoating and how it is regulated.

Emerging contexts and types of scapegoat 

Our results suggest the interest of a more situated reading of 
scapegoating in organizations as opposed to earlier works, 
which have generally worked within a framework of categories 
to describe the various characteristics without exploring the 
contexts in which they emerge. We thus offer three lines of 
research to explore in detail both the contexts of emergence 
and the types of scapegoat.

Table 7.  Cohabitation of the scapegoat (case G)

Crisis emerges Scapegoat chosen Scapegoat sacrificed Actions of protagonists New social order

Case G Rejuvenation of the job 
collective: questioning the rites 
and practices of the old-timers, 
such as local arrangements, union 
commitment, defiance of 
management, and criteria of 
work well done according to 
new standards for safety and 
productivity.

A young newcomer 
who does not conform 
to the rites and 
practices of the 
old-timers

Insults, social 
isolation, taunts

Collective persecutes and 
then reintegrates the 
scapegoat

Management gives support 
to the scapegoat

Scapegoat fights the 
persecution

Cohabitation of two 
collectives

Table 8.  The four outcomes of scapegoating, their modes of regulation, and the underlying actions

Mode of  
regulation

Catalyzes 
the scapegoating

Channels 
the scapegoating

Outcome of the 
process

Isolation of the 
scapegoat 

Expulsion of the 
scapegoat

Cohabitation of two 
collectives

Assimilation of the 
scapegoat

Actions of the 
protagonists

Actions of the 
scapegoat

Avoidance Departure Fight against persecution Fight against stigma

Actions of 
management

Support of 
collective 

Support of collective Support of scapegoat Ambivalent support

Actions of the 
collective

Sustained 
persecution 

Sustained 
persecution 

Persecution then 
assimilation by a part of 
the collective

Persecution then 
assimilation by most of 
the collective

Cases/Scapegoat 
(Table 3)

Case F/O5b*
Case E/O4A

Case A/M1 
Case B/D1*

Case G/O5a Case C/M2 
Case D/M3a 
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Organizational contexts that produce scapegoats

First, our results support the idea that periods of crisis tend 
to generate scapegoats (Boecker, 1992; Bonazzi, 1983; 
Casanova, 2014b; Daudigeos et al., 2014; Girard, 1982). This 
study explored the research avenue suggested by Desmond 
and Kavanagh (2003) and focused on contexts of organiza-
tional change. Our findings agree with those of other re-
searchers and show that change, when it upends the rules 
of a profession, the culture of a collective (Uhalde, 2005), 
and the collectively shared organizational myths (Danniau & 
Meynckens-Fourez, 2015), can lead to the exclusion of 
those who are perceived as no longer adhering to ‘the way 
things have always been’ or as willing to embrace change – 
and thus whose place is not firmly fixed. It therefore seems 
that in times of change, scapegoating is a way of resolving a 
conflict that management has not addressed (Daudigeos et 
al., 2014). However, our scapegoating situations not only 
revealed the general process of scapegoating but also 
showed that the situations were embedded in specific in-
terpersonal, professional, organizational, and transforma-
tional contexts.

Change obviously can provide a fertile ground for scape-
goating, but little is known about the actual conditions for its 
emergence. Although the literature indicates that situations 
of uncertainty and worry produce it (Girard, 1982; Uhalde, 
2005), it seems surprising that of the 13 collectives in our 
data set undergoing organizational change, only five pro-
duced scapegoats, and two of them doing so twice. We 
therefore extended our initial analysis and performed a more 
in-depth study of some of the contexts that seem to trigger 
scapegoating (e.g., corporate restructuring, mergers and ac-
quisitions, technological change, modification of power rela-
tions, etc.) to determine which conditions favor it and which 
do not.

We did not exclude the possibility that other contexts that 
generate uncertainty and concern may also favor its emer-
gence and we therefore intend to focus on this question more 
fully in the future.

Scapegoats who reflect the organizational contexts 
of their emergence

Second, in this study, we were able to associate specific contexts 
of change with specific types of scapegoat. Those that we iden-
tified fit into categories described in the literature (Boecker, 
1992; Bonazzi, 1983; Gemmill, 1989; Lhuilier, 2002; Uhalde, 2005). 
But more importantly, it appeared that stigmatization was a so-
cial product of the interactions between the target and the col-
lective in a given context (Goffman, 1975 [1963]). Thus, the 
results suggest that the scapegoats only become so because 
their features associated them with perceived threats. Those we 

identified were newcomers, still poorly integrated and carrying 
stigmas that were intrinsic (linked to the scapegoat’s features) or 
extrinsic (linked to the scapegoat’s behavior). Specifically, all 
were women arriving in collectives with a very masculine cul-
ture, young recruits joining ‘old-timer’ work crews, or NPM-
oriented managers who found themselves in collectives deeply 
attached to the traditional notion of public service.

It should be noted that these individuals embodied is-
sues that are well known to organizations, that have indeed 
prompted their own fields of research, and that would un-
doubtedly benefit from an analysis of how they develop 
over time. For example, the feminization of predominantly 
male professions is now more frequently seen (e.g., engi-
neering, firefighting, and policework) (Malochet, 2007) and, 
as Pruvost (2008) noted, the nondifferentiation of gender 
in a virile culture emerges from earlier stages of the defemi-
nization and virilization of women. When physical and men-
tal strength are elevated to the rank of professional skills, 
more fragile women are disqualified, especially when they 
refuse the virilization imposed on them. Likewise, organiza-
tional change and the introduction of NPM norms may 
prompt intergenerational conflict in the workplace (Huyez-
Levrat, 2007). Certain studies have associated transforma-
tions of the NPM type with the phenomena of harassment 
(Abord de Chatillon & Desmarais, 2012), which can be 
read somewhat differently in our framework. Our results 
do not contribute to the categorical approach to work-
place conflict, harassment, and discrimination, but instead 
provide a lens for gaining original insights and encouraging 
new organizational actions. These situations can thus be ex-
amined from the angle of the crisis they reflect and the 
roles played by the protagonists – collective, victim, and 
management.

Moreover, the investigation of situations of change in which 
the scapegoats are those who refuse the change, as opposed 
to the rest of the collective, might be worth examining.

Indirect access for the study of scapegoats in the 
organization

Third, the difficulty of studying scapegoating, which is at least 
partly denied by most protagonists (Girard, 1982), undoubt-
edly explains the relative paucity of research, notably in the 
organizational sciences (Desmond & Kavanagh, 2003). 
Adequate methodologies are thus needed. In our case, it 
seems that our indirect approach to the phenomenon facili-
tated its study. In addition, although our results could not be 
systematically evaluated by all the protagonists, this limitation 
was partly circumvented by the interpretations of the various 
protagonists that were then reinforced in informal conversa-
tions. However, this exploratory study remained limited by its 
methods.
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The suitable methods will have to take into account the 
tendency to deny that scapegoating is happening and it is 
highly sensitive, collective, dynamic and processual in nature. 
The methodological designs might differ, depending on 
whether the aim is to study the contexts for the emergence of 
scapegoating or its modes of regulation. In the contexts identi-
fied in this research (e.g., feminization of traditionally masculine 
jobs, etc.), support might be given to companies in their efforts 
of preventive management, which in turn might deepen our 
understanding of the determinant factors. Action research to 
help organizations manage crisis situations would be an op-
portunity for researchers to collect rich data while occupying 
a legitimate (not clandestine) position. Different modes of 
scapegoating regulation would thus be experienced at close 
range, with the possibility of post-intervention monitoring to 
assess the evolution of the process in the medium term and its 
outcome.

Actions and interactions of the scapegoating 
protagonists

This study brings nuance to the generally deterministic reading 
of the reactions of scapegoating protagonists (e.g., Eagle & 
Newton, 1981; Gemmill, 1989) through a fine-grained analysis 
of the actions and interactions of scapegoats and their entou-
rage. To build a typology of the determinants of scapegoating 
and protagonists’ actions, we propose two avenues of 
research.

Multiple actions on the part of the protagonists 

First, according to our results, scapegoats are not always pas-
sive about their fate. Just like victims of stress (Lazarus & 
Folkman, 1984), violence (Zapf & Gross, 2001), ostracism 
(Grima & Muller, 2006), or discontent (Hirschman, 
2011[1970]), their actions show a complex articulation of 
fight and flight tendencies. Although some scapegoats may 
confirm their exclusion by avoiding their persecutors, as the 
literature predicts (Eagle & Newton, 1981; Gemmill, 1989), 
others fight back (leaving, fighting the stigma, and fighting the 
persecution). As is the case for victims of violence in general, 
it is the least intimidated scapegoats who try to confront 
their attackers, request management intervention, and con-
sider fleeing behaviors only once all other options have 
failed (Dehue et al., 2012; Hogh & Dofradottir, 2001; Zapf & 
Gross, 2001).

These same findings also bring greater nuance to the as-
sumption that management generally takes the side of the per-
secutors (Bonazzi, 1980; Casanova, 2014b; Girard, 1982; 
Leymann, 1996) and remains passive in the face of the violence 
in progress (Di Martino, Hoel, & Cooper, 2003; Leymann, 
1996). In accordance with the observations of Boecker (1992) 

and Bonazzi (1983), management may effectively incriminate 
scapegoats who are perceived to serve as ‘safety valves’, even 
among firstline managers. In this case, in line with Girard (1982) 
and like Casanova (2014b), we noted that defending the ac-
cused meant running the risk of also becoming a scapegoat. 
Nevertheless, our results also showed that some managers 
were willing to offer their support to the scapegoats. This spe-
cific situation recalls Karpman’s (1968) ‘infernal triangle’ and the 
relationship involving a victim, a persecutor, and a rescuer – the 
last being management in our case. This exploratory study cer-
tainly did not cover all the actions deployed by scapegoats and 
management in such contexts, and one of the study limitations 
is undoubtedly our assumption that the protagonists’ reactions 
were uniform, when it is likely that nuances and evolutions 
might have been observed.

Given these observations and the limitations of this study, 
broader and more in-depth studies of the actions of scapegoat-
ing protagonists are needed. The literature on coping with stress 
(Lazarus & Folkman, 1984) might provide a solid reading frame 
for identifying and categorizing the actions of scapegoats ac-
cording to whether they are oriented toward managing the 
situation (actions centered on the problem) or toward the 
emotions it produces (actions centered on the emotions). It 
might also be important to focus of how management ad-
dresses scapegoating, particularly by drawing on the studies on 
social support (Greenglass, 1993). Doing so would not only re-
veal the range of managerial support behaviors but would also 
distinguish their modes according to professional support typol-
ogies; this point is important as our study focused only on the 
support perceived by its targets. Managerial support could thus 
be broken down according to its emotional (listening, attention, 
friendship, etc.) or instrumental (Fenlason & Beehr, 1994) mo-
dality, the latter being tangible (direct actions) or informational 
(advice and information) (Lazarus & Folkman, 1984).

The diversity of attitudes of scapegoating protagonists – 
here assumed to form a homogeneous whole – would thereby 
be highlighted. The actions of sets of actors need to be more 
fully described, particularly regarding each actor’s weight in the 
collective and the dynamics specific to each collective. For ex-
ample, light could be shed on the roles of informal leaders, 
official referents (particularly union representatives) and all 
those with legitimacy, and an audience in the regulation of 
scapegoating.

Furthermore, the dynamics of the interactions among the 
scapegoating protagonists may be a promising line of research. 
The actions of one protagonist are responses to those of the 
others in an ongoing chain, and we identified two modes of 
regulation: dynamics that catalyze and those that channel. 
These interactions could be more systematically investigated, 
with a focus on detailing the combinations of actions and their 
order of succession that ultimately lead to one of the multiple 
outcomes.
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The determinants of the scapegoating protagonists’ 
actions 

In agreement with the research on coping and exclusion, the 
actions of the scapegoats in our study were built according 
to the context (Lazarus, 1992) and the available social re-
sources (Grima & Muller, 2006; Lhuilier, 2002). The data thus 
indicate that scapegoats’ recourse to actions of fighting back 
and the effectiveness of this choice are in part due to their 
social resources, whereas opportunities to leave apparently 
potentiate departure. Similarly, it might be assumed that 
management supports the persecuting group when the risk 
of blocking change is high or contagion of the stigma is pres-
ent (Daudigeos et al., 2014), whereas it supports the scape-
goat when a psychosocial risk to his or her health is 
suspected.

Future work might shed more light on these determi-
nants, especially the managerial choices, which have an es-
sential weight in the favorable or unfavorable outcome of 
scapegoating. In the field of managerial ethics, the conse-
quences that managerial actions can have raise the issue of 
managerial courage (Sekerka, Bagozzi, & Charnigo, 2009). In 
abnormal and potentially damaging situations, managerial 
courage is the exact opposite of managerial denial, which, as 
Leymann (1996) observed, acts as tacit permission to perse-
cute. Managers are therefore called upon to formulate mor-
ally acceptable responses to risky situations that oppose 
organizational (e.g., the implementation of change) and indi-
vidual (e.g., the health of the scapegoat) interests (Harbour 
& Kisfalvi, 2014). It is thus important to understand the ori-
gins of managerial courage, as the motivations can be per-
sonal, contextual, and/or cultural (Harbuor & Kisfalvi, 2014; 
Sekerka et al., 2009). More broadly, the ability to managerially 
regulate situations of scapegoating by channeling them could 
be assessed in terms of the capacities and possibilities of 
managers to detect and understand their employees’ dis-
tress, show compassion, and respond with appropriate solu-
tions (Pezé, 2014).

More broadly, the capacity to question the bases for per-
secution seems to be contingent on the context, with the 
effectiveness of regulating actions largely determined by the 
power relationships in play. For example, Hearn (1994) 
noted that the ideology of male domination that permeates 
the organizational representations of violence tends to nor-
malize the violence. This ideological configuration is likely to 
favor and conceal scapegoating phenomena in the same way 
that a more critical ideological configuration about violence 
is more likely to contain and facilitate its denunciation. Taking 
better account of these contexts would improve our under-
standing of the sources for effective actions to regulate 
scapegoating.

Regulation of scapegoating outcomes 

This study showed the diverse outcomes of scapegoating 
(isolation, expulsion, cohabitation, and assimilation) and how 
they are regulated: catalyzing and channeling. It also brought 
nuance to the generally accepted notions of an unambigu-
ous scapegoating process and the passive scapegoat irrevo-
cably sacrificed by his or her persecutors (Girard, 1982). 
Future work should therefore focus on building typologies 
of the actions and management of the scapegoating 
outcomes.

Typical outcomes of scapegoating

In line with the literature, our results show that scapegoating 
can lead to the victim’s expulsion (e.g., Eagle & Newton, 1981; 
Gemmill, 1989; Girard, 1982). Yet they also show that scape-
goats are able to leave the victim configuration. Depending on 
how the protagonists’ actions are articulated, persecution can 
be continued, weakened, or interrupted. The process is not 
uniform, and we identified four outcomes. It was strengthened 
by isolation and expulsion, whereas assimilation and cohabita-
tion hindered the process. These regulated outcomes of scape-
goating echo the works of Wu et al. (2012), who noted that 
some of the excluded manage to be accepted into an alterna-
tive collective or even their initial collective, and Charreire-
Petit and Cusin (2013), who described the journey of a resilient 
whistleblower.

We observed that the collective can indeed engage almost 
unanimously and persistently in the persecution and exclusion 
of a scapegoat, but also that the behavior of this victim and 
management are equally capable of stemming the violence and 
bringing about the victim’s partial or complete reintegration. 
When the persecution is denounced by the scapegoat and/or 
disapproved by management, the justification for the violence 
might begin to be questioned. This indicates that the persecu-
tors are able to reexamine their stigmatization (Cusin & 
Maymo, 2016) and that the effects of domination, which natu-
ralize symbolic violence (Bourdieu & Passeron, 1970), can be 
delegitimized by its actors. Although we agree with ​​Lutgen-
Sandvik (2006) that collective actions to combat violence are 
the most effective, our results point to the determining role of 
management and its support of the victim in weakening the 
process.

Last, while the phenomena of harassment are often read 
as interindividual dynamics between the harassers and the 
harassed (Hirigoyen, 1998; Poilpot-Rocaboy, 2000), our 
analysis frame takes into account the collective dynamics 
noted by Leymann (1996) and Sirota (2017) and the orga-
nizational determinants emphasized by Bouville and 
Campoy (2012). Our results reflect the process at the level 
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of work teams, whereas most of the previous studies have 
focused on a larger scale (e.g., the organization or several 
scapegoating organizations) (Bonazzi, 1982; Daudigeos 
et al., 2014).

Future studies should also seek to identify the full range of 
possible outcomes in order to arrive at a more complete ty-
pology. By doing so, more types of positive outcome might be 
discerned, and their mechanisms could be studied. This is vital 
to develop more effective ways of combating the actions that 
tend to strengthen the scapegoating process. 

Developing paths for prevention and management

The destructive consequences of organizational scapegoat-
ing demand effective strategies for prevention and manage-
ment, and this is especially so in our postmodern societies, 
where the rising uncertainty in the workplace (Castel, 2009) 
is matched by the massive denunciation of the violence it 
provokes (Mucchielli, 2008). Although it may be illusory to 
believe that this endemic violence can be stamped out, reg-
ulating its occurrence seems a realistic and desirable objec-
tive (Favaro, 2014). The European framework directive of 12 
June 1989 made it mandatory for employers to ensure the 
safety and health of their employees, and since then the de-
mand for policies to protect employees’ mental health and 
stem workplace violence has only grown, becoming perva-
sive in France. Our investigation in this sense points the way 
toward several preventive paths: primary (limiting the risk of 
emergence), secondary (stemming the process in progress), 
and tertiary (acting retrospectively). Action research initia-
tives, for example, would be invaluable in confirming or dis-
proving the effectiveness of these policies in real-life contexts. 
Future research might also assess the mechanisms already in 
place to manage collective conflicts on the job. The following 
paragraphs detail the managerial recommendations drawn 
from this research.

Our results demonstrate the interest of acting on the con-
text for emergence. Scapegoating often emerges when the 
organization has no or little response to concerns and latent 
conflicts (Daudigeos et al., 2014); management therefore has a 
vital role in triggering it. Managers must resolutely work to 
prevent and manage crises and to avoid a recourse to scape-
goating. Three levers seem potentially effective to avoid this 
personification of organizational problems. First, management 
must address the worries aroused by change (Bareil, Savoie, & 
Meunier, 2007) by providing adequate support. Second, it must 
ensure and facilitate professional mediation around work ex-
pectations, quality, and how the job is being transformed 
(Detchessahar, Gentil, Grevin, & Stimec, 2015). Finally, manage-
ment can have an impact on the workplace culture by 

demonstrating the value the company places on diversity and 
by affirming its commitment against violence at work.

Once the process has begun, neither the isolation nor the 
expulsion of the scapegoat is enough to stop the process, 
which may well continue via a substitute, according to our find-
ings. Management support of the victim is crucial to curb it, as 
are the scapegoat’s social resources. It can nevertheless be dif-
ficult for managers to take a step back in this situation and 
choose the best course of action, and the scapegoat may be 
without allies. It therefore seems essential to have internal pro-
cedures in place to combat violence and to offer access to 
workplace consultants or psychologists and/or external care 
when these procedures are insufficient. This implies defining 
procedures for sounding the alert in the event of violent acts, 
collecting witness reports, mediating between the protago-
nists, and determining the organizational origins. Danniau and 
Meynckens-Fourez (2015) suggested particularly helping the 
protagonists to ease out of their roles by encouraging them to 
take time for reflection, avoiding symmetrical escalation, deter-
mining the relationships and coalitions within the collective, 
and giving voice to others.

Once the scapegoating has ended, it is again up to manage-
ment to address the consequences. This means justly sanction-
ing the persecutors and repairing as best as possible the 
damage done to the victims. Finally, to ensure that something 
good can come out of this regrettable incident, it is essential to 
retrospectively analyze the causes, formulate the underlying 
problem in organizational terms, and respond in such a way 
that it never occurs again.

Conclusion

To conclude, this exploratory study aimed to understand how 
the protagonists of scapegoating participate in its regulation. 
We found four outcomes: the scapegoat’s isolation, expulsion, 
assimilation, or cohabitation. The process could be strength-
ened or hindered by various actions of the protagonists, and 
the outcomes depend on how these actions are articulated. 
This research enriches the literatures in anthropology, psycho-
sociology, and organizational science by showing that, far from 
being linear, scapegoating is regulated by its protagonists. Not 
least, this study raises the issue of organizational actors who 
knowingly ignore and even tacitly approve the violence and 
injustice in progress. It engages us in a hermeneutic effort to 
understand the intolerable (Linstead, 2013) in a situation 
where researchers and practitioners, like the first spectators of 
Fritz Lang’s film (mentioned in the beginning of this article), are 
sometimes tempted to close their eyes. To stop scapegoating 
in the organization, we encourage future researche to help us 
to open our eyes to the phenomenon.
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Abstract

This article provides a formal model of the value creation-appropriation dilemma in coopetition for innovation, that is, alliances among 
competing firms. The model determines the levels of cooperation that maximize the profit of each firm in an innovative coopetition agree-
ment regardless of the number of firms and their respective budget endowments dedicated to the coopetitive project. We answer the 
following questions: within an innovative coopetition agreement, will the partners cooperate more or less when their budget endowments 
change? What is the impact on profit? When is it profitable to accept a new partner into the agreement? What happens to the remaining 
firms when a partner withdraws from the agreement? We show that when the coopetitive budget of the focal firm increases, the focal firm 
allocates a larger part of this budget to value creation activities and increases its profit. In contrast, when a partnering firm increases its 
coopetitive budget, the focal firm reduces its budget for value creation activities to maintain a sufficient budget for value appropriation 
activities. We also show that the addition of a competitor with a large coopetitive budget to the innovative coopetition agreement 
decreases the cooperation of the focal firm but increases the profit of the initial partnering firms. In contrast, the exit of a partnering firm 
with a large coopetitive budget from the agreement intensifies the cooperation among the remaining firms but reduces their profit.

Keywords: Coopetition; Value creation; Value appropriation; Innovative coopetition projects; Game theory
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Increasingly more firms rely on alliances between competi-
tors to accelerate their development and foster innovation. 
Because these alliances present several particularities, a spe-

cific stream of literature has emerged around the concept of 
‘coopetition’ (Brandenburger & Nalebuff, 1996; Bengtsson & 
Kock, 2000; Fernandez, Chiambaretto, Le Roy, & Czakon, 2018; 
Gnyawali & Park, 2011). Coopetition can be defined as a par-
adoxical situation in which firms compete in some activities, 
markets, or products but simultaneously cooperate regarding 
other activities. Coopetition is supposed to generate superior 
performance for the partnering firms as it combines the ben-
efits of cooperation and competition (Ritala, 2012). However, 
coopetition also generates strong tensions between the par-
ticipating firms (Fernandez, Le Roy, & Gnyawali, 2014; Tidström, 
2014), which are mainly driven by the conflict between gener-
ating shared benefits and capturing private benefits (Ritala & 
Hurmelinna-Laukkanen, 2018; Ritala & Tidström, 2014). 

Nevertheless, several scholars have argued that instead of 
attempting to reduce these tensions, firms must accept and 
manage them because their outcomes can be highly beneficial 
if these tensions are managed properly (Bengtsson, Raza-Ullah, 
& Vanyushyn, 2016; Le Roy, Fernandez, & Chiambaretto, 2018; 
Le Roy & Czakon, 2016).

The ability to manage coopetition implies that firms can find 
the correct balance between value creation and value appro-
priation strategies (Gnyawali & Ryan Charleton, 2018; Park, 
Srivastava, & Gnyawali, 2014). Although the claim that cooper-
ative and competitive behaviors should be balanced is often 
made, few studies have analyzed in detail the nature and spe-
cifics of this balance. The existing contributions analyzing this 
balance remain mainly qualitative (Gnyawali & Park, 2011; 
Ritala & Tidström, 2014), or when quantitative assessments are 
made, they are done at the firm level and not at the coopeti-
tive agreement level (Park et al., 2014). Moreover, despite 
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several calls for further analysis of the value creation-appropri-
ation tension (Bengtsson & Kock, 2014; Chou & Zolkiewski, 
2018; Ritala & Hurmelinna-Laukkanen, 2018; Ritala & Tidström, 
2014), little academic attention has been devoted to the de-
tails of the budget allocation between cooperation and 
competition.

Our aim is therefore to provide a theoretical framework 
that allows a discussion and analysis of the determinants of the 
balance between value creation and value appropriation within 
innovative coopetition projects. To do this, we develop a for-
mal model based on a game-theoretical approach. We focus 
on allocative decisions of partners in a coopetitive agreement 
by modeling each partnering firm’s choice as a decision about 
how to allocate a given amount of their budget between a 
common creative activity and a private appropriation activity. 
That is, we focus on budget allocations that are conditional on 
being a member of the coopetitive agreement, and we do not 
consider a firm’s decision to enter or leave a coopetitive 
agreement. We frame the budget allocation strategies as a 
standard one-stage noncooperative game. Each firm chooses 
an allocation that is a best response to the budget allocation 
chosen by the other partners.

Our research differs from previous contributions regarding 
the value creation/appropriation dilemma in coopetition along 
several dimensions. First, contrary to previous articles that pro-
vide a qualitative assessment of the balance between cooper-
ative and competitive behaviors, our game-theoretical 
approach allows us to capture the strategic uncertainty that 
surrounds managers’ decisions in an innovative coopetition 
agreement. By doing this, we identify the equilibrium allocation 
of the budget for each participant involved in the agreement 
between value creation activities and value appropriation ac-
tivities. Second, while previous game-theory models were de-
composing such agreements in two phases as a two-stage 
game (compete-then-cooperate or cooperate-then-com-
pete), we adopt a single-stage approach to take into account 
the specificities stemming from the simultaneity of competition 
and cooperation in coopetition. By doing so, we provide a 
stronger analysis of the dilemma between value creation and 
appropriation by putting the tension between these two ob-
jectives in the core of the analysis. Third, contrary to previous 
research that assumed that value creation and value appropri-
ation behaviors were independent, we adopt a perspective in 
which the partnering firms have a limited budget such that al-
location decisions made for value creation are made at the 
expense of value appropriation. Fourth, consistent with a re-
cent stream of research inviting researchers to investigate coo-
petitive agreements involving more than two partners, our 
modeling allows us to analyze the value creation/appropriation 
dilemma in settings involving more than two partners with dif-
ferent sizes or budgets. Finally, in contrast to previous articles 
identifying a specific balance in a given situation, our approach 

allows us to realize some comparative statics and answer vari-
ous questions, such as the following: will the focal firm cooper-
ate more or less when its budget dedicated to coopetitive 
activities increases? What is the impact of such a change on its 
profit? What is the impact of an increase in the coopetitive 
budget of a partner firm on the focal firm’s cooperativeness 
and profit? To what extent is it profitable for firms belonging to 
an established coopetition agreement to accept a new partner 
into the agreement? What are the consequences for a firm 
that remains in the agreement if a partner withdraws from it?

We show that there is a unique Nash equilibrium budget 
allocation for each firm, which depends on the number of 
firms and their dedicated budgets. In addition, we show that 
the Nash budget allocations and profits evolve according to 
some key factors. When the focal firm’s dedicated budget (to 
the coopetitive project) increases, it allocates a larger fraction 
of it to value creation activities and increases its profit. By con-
trast, when a partnering firm increases its budget, the focal firm 
reduces its investment in value creation activities to increase its 
appropriation capacity. As the partner increases its budget 
dedicated to coopetition, the focal firm sees its Nash profit 
increase. Finally, we show that the entry of a new competitor 
into an existing coopetitive agreement reduces the focal firm’s 
investment in the coopetitive project and increases the profit 
for the initial partners only if the incomer’s coopetitive budget 
is sufficiently large. Symmetrically, the exit of a standing partner 
is profitable for the remaining firms only if the exiting partner 
has a relatively small coopetitive budget.

Our research contributes to the growing literature on coo-
petition and innovation by offering a formal model that allows 
us to study the incentives for competing firms to cooperate 
with one another to create common appropriable value. More 
precisely, we provide a theoretical analysis of the value cre-
ation/appropriation dilemma in a simultaneous coopera-
tion-competition game between heterogeneous firms. To our 
knowledge, this paper is the first to develop a formal analysis 
of this value creation/value appropriation dilemma that offers 
clear theoretical predictions for firms’ coopetitive strategies in 
a one-stage game. Our very generic model allows us not only 
to characterize the equilibrium for any fixed number of firms 
but also to study how it evolves when the structure of the 
agreement changes.

Theoretical background

Combining cooperative and competitive 
behaviors in coopetition strategies

As a growing number of firms cooperate with competitors 
(Fernandez et al., 2018), the concept of coopetition has been 
developed to analyze and understand the specificities of 
these strategies (Brandenburger & Nalebuff, 1996). 
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Accordingly, coopetition can be defined as “a paradoxical re-
lationship between two or more actors simultaneously in-
volved in cooperative and competitive interactions, regardless 
of whether their relationship is horizontal or vertical” 
(Bengtsson & Kock, 2014, p. 182). Because it combines the 
benefits of cooperative and competitive behaviors (Bengtsson 
& Kock, 2000; Lado, Boyd, & Hanlon, 1997), coopetition is 
expected to yield superior performance compared to other 
relational modes. Although several contributions indeed find 
a positive impact of coopetition on innovation performance 
(Bouncken & Kraus, 2013), market performance (Robert, 
Chiambaretto, Mira, & Le Roy, 2018), or stock-market perfor-
mance (Wu, Luo, Slotegraaf, & Aspara, 2015), some recent 
reviews have underlined that coopetition has a mixed impact 
in terms of performance, either from an innovation (Gast, 
Hora, Bouncken, & Kraus, 2018) or from a market perfor-
mance standpoint (Ritala, 2018).

A possible explanation of these mixed results comes from 
the presence of multiple coopetitive tensions felt at different 
levels (Fernandez et al., 2014; Tidström, 2014). Because the 
partnering firms are competitors, they have to address contra-
dictory and paradoxical incentives that force them to suffi-
ciently cooperate to create value while competing to capture 
enough value (Fernandez & Chiambaretto, 2016). To avoid 
self-destructive behaviors, several contributions have noted 
that coopetitors need to manage these tensions if they want 
to make it a successful strategy (Le Roy & Czakon, 2016; Le 
Roy et al., 2018). In this vein, Park et al. (2014) show that the 
firms that can find the right balance between their collabora-
tive and competitive efforts tend to exhibit higher innovation 
performance.

Specificities of value creation and value 
appropriation in coopetition

In their seminal contribution, in addition to introducing the 
term ‘coopetition’, Brandenburger and Nalebuff (1996) under-
line the tensions related to the cooperative dimension of value 
creation and the competitive dimension of value appropria-
tion. By using the metaphor of a cake, they explain that the 
cooperative side of coopetition increases the size of the cake, 
whereas the competitive side increases the size of the slice. 
That is, tensions between cooperation and competition are 
driven by the conflict between generating shared benefits and 
capturing private benefits (Ritala & Hurmelinna-Laukkanen, 
2018; Ritala & Tidström, 2014). It is interesting to note that 
even if the cooperative side of coopetition generates common 
benefits for the partnering firms, the allocation of the efforts 
between value creation and value appropriation activities is 
not made in concert with the coopetitors (Ritala & Hurmelinna-
Laukkanen, 2018). Consequently, each firm has to find the 

optimal budget allocation to maximize its profit (at the ex-
pense of the other partnering firms). By building on Lavie 
(2007), we define value creation as the value generated by the 
relationships with partners as they collectively pursue shared 
objectives. In contrast, value appropriation determines the rel-
ative share of the relational rents that the focal firm can 
appropriate. 

Even if partners must also decide how they will share and 
appropriate the relational rent generated by the cooperation 
in alliances between noncompetitors (Adegbesan & Higgins, 
2011) under coopetition, the value appropriation patterns are 
very different. The main specificity comes from the simultaneity 
of cooperative and competitive behaviors (Gnyawali & Ryan 
Charleton, 2018). Simultaneity can be understood in two ways. 
First, simultaneity can be understood as the fact that two firms 
cooperate in some markets, while they remain at the same 
time competitors in other markets. For instance, Le Roy and 
Fernandez (2015) emphasize how Astrium (Airbus Group) 
and Thales fully cooperated on a satellite program (Yahsat) 
while remaining in competition for other satellite markets. In 
this situation, each parent firm has to make a decision on the 
amount of budget (and engineer time) to allocate to the com-
mon project on the one hand and to the competing activity on 
the other hand. In parallel, simultaneity can be understood as 
the situation in which two firms cooperate on a joint product 
while developing, at the same time, unique knowledge, features, 
or competencies that will be used to improve the joint prod-
uct so that they will have a larger market share than their coo-
petitor. For example, Gnyawali and Park (2011) explain how 
Sony and Samsung allocated teams to develop in cooperation 
a new Liquid Crystal Display (LCD) technology for televisions 
while having in parallel other teams that worked on specific 
features that would allow Sony to develop a better final LCD 
product than Samsung. In this case, a single decision is made at 
the beginning of the product development stage to determine 
how to optimally allocate the budget (or the team members) 
between the cooperative and competitive activities.

Regardless of the simultaneity approach adopted, several 
contributions that have focused on the value creation/ap-
propriation dilemma have concluded that cooperative and 
competitive behaviors must be balanced (Bengtsson et al., 
2016; Gnyawali & Ryan Charleton, 2018; Le Roy et al., 2018; 
Park et al., 2014; Ritala & Hurmelinna-Laukkanen, 2018; Ritala 
& Tidström, 2014). Most of these papers are theoretical or 
qualitative contributions such that they define balance as 
“evenness between competition and cooperation” (Gnyawali 
& Ryan Charleton, 2018, p. 2522). This concept of balance is 
quite blurry and yields general recommendations that state 
that partners must share resources and knowledge for the 
success of the common project while keeping sufficient re-
sources for themselves to remain able to differentiate their 
offer from their competitors’ offer in other projects. In that 
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vein, Gnyawali and Ryan Charleton (2018, p. 2526) conclude 
that “a firm with more intent for firm value creation may 
prevent the joint pie from reaching its full potential, while 
pursuit of joint value creation may similarly hinder firm 
benefits.”

To the best of our knowledge, the only quantitative contri-
bution addressing this question of balance in coopetitive 
agreements is a study conducted by Park et al. (2014). The 
authors of this study first argue that “balance helps to main-
tain and control the relationship and at the same time in-
creases the chances of realizing gains provided by both 
competition and collaboration” (p. 213). Accordingly, they 
expect firms that have a balanced behavior to present higher 
performance levels. Using the Securities Data Company 
(SDC) Platinum database, they show that firms that adopt a 
balanced coopetition strategy (with simultaneously a high de-
gree of competition and a high degree of cooperation) tend 
to have a superior innovation performance. However, their 
measure of “balance” raises methodological questions as it is 
a mere multiplication of the competition and cooperation 
variables that are respectively measured as the degree of 
market commonality between the two firms (for the compe-
tition variable) and the number of repeated ties between the 
two firms (for the cooperation variable). Furthermore, Park 
et al. (2014)’s investigation is made at the firm level and not 
at the dyadic (or agreement) level so that they do not actu-
ally investigate the value creation and value appropriation 
behaviors within a given coopetition agreement.

Despite several calls for further analysis of the value cre-
ation-appropriation tension in coopetition (Bengtsson & Kock, 
2014; Chou & Zolkiewski, 2018; Ritala & Hurmelinna-
Laukkanen, 2018; Ritala & Tidström, 2014), to the best of our 
knowledge, no study has investigated the details of the budget 
split between cooperation and competition within coopetition 
projects. In this research, we investigate how firms actually de-
cide to allocate their budget to cooperative or competitive 
activities in coopetition projects. By doing so, contrary to pre-
vious contributions that provide either a qualitative or firm-
level assessment of the ‘balance’ firms need to reach, we aim at 
determining precisely the balance associated with each coop-
etitive agreement and observe how this balance evolves when 
key parameters change (number of partners involved, budget 
dedicated to the coopetitive project, etc.).

However, determining the optimal budget allocation be-
tween value creation and value appropriation activities is chal-
lenging and requires a specific modeling approach.1

1. In this article, we do not aim at investigating the trade-off between coo-
petitive and private activities (which would match with the first approach 
of simultaneity). Nevertheless, we provide some discussion regarding this 
situation in Appendix 1.

Modeling the trade-off between value creation 
and value appropriation in coopetition

As explained by Ritala and Hurmelinna-Laukkanen (2009, 
2018), some of the theoretical underpinnings of coopetition 
are rooted in the economics literature regarding conflict and 
appropriation, particularly contest games with endogenous 
prizes (see Garfinkel & Skaperdas 2007 for a survey). This 
stream of literature, which is sometimes referred to as “Guns 
versus Butter,” was initiated by Haavelmo (1954) and was 
mainly developed by the contributions of Hirshleifer (1989, 
1991). The basic idea is that heterogeneously endowed agents 
must cooperate to produce goods jointly (e.g., butter) in a 
world of anarchy (without property rights); therefore, they 
must also privately build appropriation capacity (e.g., guns) to 
secure a share of the commonly produced goods. One of the 
striking results of this literature is the “paradox of power” 
(Hirshleifer, 1991), which equalizes the payoffs of asymmetric 
players. At equilibrium, resource heterogeneity leads poorly 
endowed agents to invest a larger share of their resources in 
producing guns rather than butter, while the well-endowed 
agents prefer the opposite allocation. The paradoxical result 
arises because the marginal return from appropriation is larger 
for poorly endowed players, whereas the marginal return from 
joint production is larger for the well-endowed. Nevertheless, 
modeling the trade-off between value creation and value ap-
propriation in coopetition requires considering several speci-
ficities of coopetition strategies.

First, models based on sequential games fail to properly cap-
ture the resource allocation dilemma inherent to coopetitive 
agreements. Such models assume a sequential ordering of co-
operation and competition: either an initial cooperative stage is 
followed by a competition stage (e.g., D’Aspremont & 
Jacquemin, 1988; Grünfeld, 2003; Kamien & Zang, 2000) or an 
initial competition stage is followed by a cooperative stage 
(Brandenburger & Stuart, 2007; Gans & Ryall, 2017; 
MacDonald  & Ryall, 2004; Panico, 2017). Let us refer to 
these  two approaches as ‘cooperate-then-compete’ and 
‘compete-then-cooperate’. By breaking the coopetition di-
lemma into two stages, the dilemma actually becomes cleared. 
In the cooperate-then-compete literature, duopoly players 
choose their level of output in stage 2 (conditional on total 
R&D investments in stage 1), and then solve for their individu-
ally optimum level of R&D investment in stage 1. Solving the 
game by backward induction eliminates the dilemma. In the 
compete-then-cooperate literature, players built their appropria-
tion capacity in stage 1 before bargaining in stage 2 to share a 
commonly created value. Again, by solving the game backwardly, 
the tension between appropriation capacity building (stage 1) 
and value creation (stage 2) is eliminated. Our aim is to focus 
on the dilemma between value creation and appropriation by 
putting the tension between these two objectives in the core 

https://management-aims.com/index.php/mgmt/article/view/4622/10936
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of the analysis. This tension between value creation and appro-
priation has been identified as the key issue of coopetitive 
agreements (Fernandez et al., 2014; Gnyawali & Ryan Charleton, 
2018; Ritala & Tidstrom, 2014). To enhance the saliency of the 
tension between value creation and value appropriation, we 
need to rely on single-stage noncooperative game modeling.

Second, contrary to most models, which assume unlimited 
resources or budget, we assume that firms’ budgets (or ef-
forts) are limited. During strategic planning, firms decide how 
to allocate their limited resources among value creation and 
value appropriation activities. Therefore, both types of activities 
are interdependent. As explained by Gnyawali and Ryan 
Charleton (2018, p. 2526), “past a certain point, the finite na-
ture of resources means that efforts to push joint value cre-
ation will occur at the expense of firm value creation and vice 
versa.” Accordingly, our modeling will require firms to make a 
trade-off between value creation and value appropriation ac-
tivities because of their finite budget.

Third, whereas most previous contributions considered 
partners of similar sizes or similar bargaining powers, we follow 
Panico’s (2017) advice to allow for heterogeneous power 
positions of partners in an alliance. Recent articles have 
emphasized an increasing number of coopetitive agreements 
between firms of different sizes (Chiambaretto, Bengtsson, 
Fernandez., & Näsholm, 2020; Hora, Gast, Kailer, Rey-Marti, & 
Mas-Tur, 2018). We therefore consider in our model partner 
firms of different sizes (measured by the heterogeneity of their 
dedicated budgets for the coopetitive project).

Finally, in contrast to most contributions that investigate 
coopetition in dyadic agreements (Dorn, Schweiger, & Albers, 
2016), we follow the invitation by Ansari, Garud, and 
Kumaraswamy (2016) and Rouyre and Fernandez (2019) to 
study the case of multilateral or multipartner coopetition in 
which more than two competitors are involved in the agree-
ment. Such configurations are particularly interesting as they 
reveal how the competitor’s behavior changes according to 
their budget allocated to the coopetitive project and their 
own agenda.

A formal model of coopetition for innovation

The setting

We define an innovative coopetition agreement (a consor-
tium or a joint venture) as a set of K competing firms (K ≥ 2) 
that simultaneously cooperate on a joint project and compete. 
This agreement can either be a traditional dyadic coopetitive 
agreement (K = 2) or a setting of multipartner coopetition 
(K ≥ 3) that involves three or more competing firms. Each of 
the K competing firms decides how to allocate its dedicated 
budget to the coopetitive project (the coopetitive budget 
hereafter) between value creation activities and value 

appropriation activities. We assume that value creation activi-
ties reflect cooperation, while value appropriation activities are 
related to competition.

Let us note that ni is the dedicated budget of firm i to the 
coopetitive project. Although in real coopetitive projects, the 
resources dedicated to the coopetitive project have multiple 
dimensions, for example, money, time, skills, or technologies, for 
the purpose of our model, we assume that these dimensions 
can be converted into money and thus be considered as a 
budget. This implies that we abstract from the substitutability/
complementarity dimension of the resources by considering 
them as fungible. Considering K firms, the set of coopetitive 
budgets available to all firms for the project is the set of K-uple 

vector n = (n1, n2, ... , nk). Let ∑=
=

=
N ni

i

i K
.

1
 We denote 

α ∈i [0,1],  the share of firm i’s budget allocated to value cre-

ation in the coopetitive project.2 Firm i therefore invests 
amount a ni i of its budget in the joint project for value creation 
and keeps −1 ni i( )a for appropriation activities.

We assume that the total value created by the coopetitive 
project is equal to the sum of the investments in the coopera-
tive activities.3 The total value of the project is V i i( , ),a a-  
which is a function of firm i’s cooperative decision ai and the 
other firms’ cooperative decisions a − i:
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We assume that −V i i( , )a a  is increasing in ia  and a − i. This 
specification implies that the partners’ budgets are 
substitutable.4

Regarding the appropriation behavior, we assume that the 
ability of firm i to appropriate value from the joint project posi-
tively depends on two types of factors: exogenous factors and 
endogenous ones. Indeed, following Cohen and Levinthal (1990) 
or Ritala and Hurmelinna-Laukkanen (2013), we note that the 
absorptive capacity and the appropriation capability is the result 
of firm-specific exogenous factors and of endogenous factors 

2. Strictly, the extreme cases for which a firm does not cooperate at all 
α =i( 0)  or does not compete at all α =i( 1)  cannot be considered as 
coopetition according to our definition which requires simultaneous coop-
eration and competition. However, for the sake of mathematical complete-
ness, we also discuss these two extremes.
3. To account for empirical evidence that coopetition projects yield higher 
returns, a multiplicative factor can be added to our definition of the cre-
ated value without changing the results of the paper.
4. More generally, our model assumes two types of substitutability: with-
in-firm and across-partners. Within-firm substitutability refers to the allo-
cation of a firm’s budget between value creation and value appropriation, 
while across-partners substitutability refers to the interchangeability of the 
contributions to value creation.
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related to the specific agreement. The appropriation function in 
our model takes into account these two factors which we as-
sume to be independent: (1) a firm-specific and exogenous or-
ganizational capacity in appropriating the value created collectively 
(this organizational capacity represents, for instance, unique 
knowledge, features, bargaining power, strategic importance, or 
specific competencies that will be used to improve the joint 
product and obtain a larger market share than partners); and (2) 
an agreement-specific endogenous capacity that depends posi-
tively on the amount of the firm i’s budget that was not invested 
in value creation to be kept for the value appropriation. Referring 
to the theoretical literature, the firm-specific capacity is related to 
the compete-stage of the compete-then-cooperate approach, 
while the agreement-specific capacity is related to the com-
pete-stage of the cooperate-then-compete approach.

From a mathematical standpoint, the exogenous appropria-
tion capacity is expressed in relative terms to better capture 
that the focal firm’s appropriation capacity depends upon the 
appropriation capacity of the other partners. Considering K 
firms, the set of organizational appropriation characteristics of all 
firms is the K-uple vector µ µ µ µ= K( , , , ),1 2  which is divided 
by the sum of its elements such that we define the organiza-
tional appropriation capacity as the K-uple vector 

=M M M MK( , , , ),1 2 where 

∑
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j
j
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appropriation capacity of firm i increases with mi and decreases 
with m−i . In parallel, the endogenous ability to appropriate is pos-
itively affected by the budget that the firm does not dedicate to 
value creation, that is, α− ni i(1 ) , and negatively affected by the 
amount of the partners’ budget kept for appropriation, that is, 

α− − −ni i(1 ) .  We thus define the value appropriation capacity of 
firm i, Ai , as a function of the vector α α α α α α= ≡ −K i i( , , , ) ( , )1 2   
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following specification:
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The appropriation function α α−Ai i i( , )  decreases in a i , 
which indicates the trade-off that firms have to make in terms 

of budget allocation between value creation and appropriation 
activities. This appropriation function can be seen as a way to 
model the competition between the differentiated products. 
As in any contest game, when the focal firm invests more in its 
appropriation activities, its likelihood of being chosen by con-
sumers increases such that its ‘market share’ will be larger in 
the market generated by the coopetitive project.

The profit of firm i from the coopetitive project depends on 
the common value created by all partners (V) and its appropri-
ation capacity (Ai) as follows:

	

∑∑

∑∑

π α α

α α

α

α α

α

= ⋅

= ⋅ ⋅ −

−

= ⋅ ⋅ −

−

−

=

=
=

=

=

=
=

=

V A

n M
n

n

M n
n

n

i i i i

l l i
i i

j j
j

j k

I

I K

i l l
i i

j j
j

j K

I

I K

( , )

(1 )

(1 )

(1 )

(1 )
,

1
1

1
1

� (3)

where Mi is a firm-specific parameter that is strictly positive. 
Note that for a 0 and a 1, V = 0 such that each firm makes 
zero profit from the coopetitive agreement. If a i = 1, Ai = 0 
and firm i makes zero profit. Therefore, a i = 1 cannot be a 
profit-maximizing solution for firm i. On the other hand, firm 
i can eventually choose a i = 0, that is, firm i can be better off 
by contributing zero to value creation and instead by appro-
priating maximally. In the next section, we discuss the condi-
tions for which such a solution arises within a coopetitive 
agreement.

Two comments about our specification of the profit func-
tions are required. First, we assume that firms do not incur 
specific fixed costs for the coopetitive project. Although fixed 
costs are relevant, we assume that such costs are associated 
with the focal firm itself rather than with the coopetitive proj-
ect (Gnyawali & Park, 2011). Second, we assume that m = (m1, 
m2, … , mK) is exogenous, that is, these parameters are not af-
fected by the budget allocations of the coopetitive firms. From 
a dynamic perspective, this implies that the firm-specific orga-
nizational capacities to appropriate value do not change over 
the duration of the coopetitive agreement either during the 
coopetitive stage or during the competitive stage.

Balancing between value creation and value 
appropriation activities in innovative coopetition 
projects

Building on the game-theoretical approach initiated by 
Brandenburger and Nalebuff (1996),5 we look for the 

5. See Okura and Carfi (2018) for a recent survey of coopetition and game 
theory.
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equilibrium in terms of value creation and value appropriation 
that maximizes the profit of each partnering firm. We there-
fore focus on the profit of the focal firm i. Obviously, because 
the firms interact with one another, the relevant equilibrium 
concept is the Nash equilibrium, where the assumption is that 
each firm chooses a strategy that is a best response to its ex-
pectations about its partners’ strategies. The Nash equilibrium 
of the model solves the following system of first-order condi-
tions (FOC) where K ≥ 2:
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The first term is firm i’s marginal return of increasing its 
share devoted to the common value creation, and the sec-
ond term is its marginal return of increasing its endogenous 
appropriation capacity. As discussed above, the first term is 
positive, and the second term is negative. Therefore, at 
equilibrium, firm i equalizes the marginal return of the value 
creation activity to the marginal return of the appropria-
tion activity.

Once detailed, we have the following FOC:
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Solving this system provides the firms’ best reply functions 
that define the optimal share of the budget to invest in value 
creation (the proof is given in Appendix 2):
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At the Nash equilibrium, we can identify the amount of the 
dedicated budget α ni i( )*  that is allocated to value creation by 
each firm and the amount that is retained for appropriating 

the common value created by the project, that is, α− ni i(1 ) .*  It 
is interesting to observe that at equilibrium, the fraction allo-
cated by firm i to common value creation is decreasing in 
other firms’ total budgets (N−i) and increasing in firm i’s total 
budget for the coopetitive project (ni). This fact has implica-
tions on firm i’s reaction to a change in the distribution of 
budgets across partners. Expression (6) shows that if ni is suf-
ficiently small, α i

*  could eventually become negative. By as-
sumption, however, α i

*  is constrained to be non-negative. The 
corner solution α =i 0*  is chosen by firm i if its budget allo-
cated for the coopetitive project is small relative to the aggre-
gate budget of the other members. For instance, in the case of 
a dyad, from a mathematical standpoint, firm i should free-ride 

on firm j if ≤n ni j
1
3

.  Note that firm j has nevertheless an in-

centive to invest in the coopetitive project as long α >Mj j 1.  

More generally, any firm i for which ∑< −
− −

⋅
≠

n
K

K K
ni j

j i

1
( 1)2  

chooses α =i 0* .
Given the equilibrium values of investment shares α i

*  for 
each firm i, one can also easily compute the equilibrium profit
π i( )*  of each firm:
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j j
j

j K
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Note that the profits reached by the partnering firms differ 
only because of their different exogenous and specific capacity 
to appropriate value. Therefore, under such equal capacity, the 
coopetitive project leads to the remarkable outcome that 
profits are equalized among all firms. The equilibrium outcome 
is based on the assumption that the amount of the budget al-
located by each firm to the coopetitive project is common 
knowledge – that is, the information regarding the firms’ bud-
get for coopetition is fully transparent.

Comparative statics

In this section, we investigate the impact of various param-
eters on the incentives for firm i to cooperate. More pre-
cisely, we study how the firms’ budget allocated to the 
coopetitive project and the number of firms involved in the 
agreement affect the individual decision to cooperate. We 
consider the variations of the parameter values (firm bud-
get and number of firms in the agreement) as exogenous 
shocks because our aim is not to analyze the origin of these 
variations but only their impact on the firms’ cooperative 
choice within the coopetitive agreement. The comparative 
statics of firm i’s equilibrium α πi i( , )* *  allow us to answer 
the following questions. (1) How is the budget allocation of 
firm i affected by an increase in its dedicated budget (ni)? 
That is, does a firm’s cooperativeness increase if its budget 

https://management-aims.com/index.php/mgmt/article/view/4622/10936
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dedicated to the coopetitive project increases? How does 
this affect its profit? (2) To what extent is it profitable to 
involve (eliminate) an additional (standing) partner in the 
coopetitive agreement? What is the corresponding impact 
on the cooperation level?

Focal firm’s budget and cooperativeness

In most alliances and coopetition agreements, partners tend to 
have different budget sizes that can be allocated to the alliance 
or coopetition projects. A very rich literature has studied the 
implications of asymmetric alliances for the degree of coopera-
tion among partners and the stability of the agreement (Vandaie 
& Zaheer, 2014; Yang, Zheng, & Zhao, 2014). However, most 
studies in the coopetition literature consider partners of equal 
sizes and therefore do not address the effect of the heterogene-
ity of partners’ size on their cooperativeness (see Hora et al. 
[2018] or Chiambaretto et  al. (2020) for recent exceptions). 
Our framework allows us to address this issue at equilibrium: 
does a larger coopetitive budget of the focal firm increase its 
propensity to cooperate in the coopetitive project?

Recall that a larger budget represents an increase in ni. To 
assess the impact of an increase in ni on the cooperativeness of 

firm i, we examine the sign of 
α∂
∂n

i

i

.
*

 We find that
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∂
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− ⋅
>∀ ≠
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K n

Kn
i

i

j
j i
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( 1)

( )
0.

*
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A possible interpretation for the positive sign of the derivative 
relies on the fact that when the focal firm’s budget increases, it 
can create more value and enlarge the size of the market for 
the coopetitive project by investing more in cooperation while 
keeping the same share of its coopetitive budget to appropri-
ate the jointly created value. Firms with larger budgets are thus 
more willing to create value in coopetition than firms with 
more modest budgets since they know that they can appropri-
ate this value because of their larger budget to differentiate 
and distribute the final product.

This leads us to the following proposition:

Proposition 1a. An increase in the coopetitive budget of the focal 
firm leads to an increase in the fraction of the focal firm’s budget 
invested in value creation.

Focal firm’s budget and profit level

Regarding profit, the comparative statics allow us to establish 
that a larger coopetitive budget of the focal firm increases the 
focal firm’s profit. Accordingly, we have
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When the focal firm’s coopetitive budget becomes larger, it in-
creases the percentage of this budget allocated to the value 

creation activity. Even if the level of cooperation of the partners 

decreases in the focal firm’s budget (
α∂
∂

<
n

j

i

0,
*

 see below), this 

effect is compensated by the joint increase in α i
*  and ni. This 

trade-off between investing more budget in cooperation to cre-
ate more joint value (which consequently also benefits the 
other firms) and saving the budget for appropriation ends in 
favor of investing most of the additional budget in cooperation 
instead of competition. This leads to Proposition 1b.

Proposition 1b. An increase in the coopetitive budget of the focal 
firm increases its profit in the coopetitive agreement.

Partner firm’s budget and focal firm’s cooperativeness

We now adopt the opposite perspective and consider instead 
an increase in a partner’s coopetitive budget on the level of 
cooperation of the focal firm. When cooperating with firms 
that allocate larger budgets to the coopetition project, the 
focal firm may face different issues, especially with respect to 
appropriating the value created in the coopetitive agreement 
(Bae & Gargiulo, 2004; Yang et al., 2014). To assess the impact 
on cooperativeness of the focal firm when a partner’s coope-

titive budget increases, we determine the sign of 
α∂

∂n
i

j

.
*

 
We find that
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n
K
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1
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The negative sign means that an increase in the budget of a 
firm i’s partner reduces the focal firm’s proportion of the bud-
get dedicated to value creation. Consequently, the focal firm 
keeps more budget to appropriate to the jointly created value. 
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Firms with smaller coopetitive budgets thus face greater chal-
lenges related to value appropriation in alliances with partners 
that have larger budgets. Keeping more budget to appropriate 
value allows firms with a lower dedicated budget to maintain 
their profitability in the coopetitive project. A firm that has less 
budget vis-à-vis other firms must save it in the cooperative 
game (value creation) to increase its market share for value 
appropriation while benefiting from the greater cooperative 
investments of the other firms (whose budgets are compara-
tively larger). We thus state the following proposition.

Proposition 2a. A uniform increase in a partner’s coopetitive budget 
reduces the focal firm’s cooperativeness.

Partner firm’s budget and focal firm’s profit level

Although an increase in the partner firm’s coopetitive budget 
reduces the focal firm’s cooperativeness, we suspect that such 
adjustment is profitable. We can show that the increase of a 
partner’s dedicated budget positively affects the focal firm’s 

profit. Let us compute the sign of 
π∂

∂n
i

j

:
*
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This leads to the following proposition.

Proposition 2b. An increase in the coopetitive budget of one of the 
focal firm’s partners increases the focal firm’s profit in the coopetitive 
agreement.

In the case of the partners’ budget (at least one) becoming 
larger, the focal firm invests less in cooperation to preserve its 
monetary resources to face stronger competitors, whereas the 
partners whose budgets have increased invest more in value 
creation. The end of the adjustment process leads to an increase 

not only in the partner firm’s profit (Prop 1b) but also in the 
focal firm’s profit. From a global standpoint, a more (less) import-
ant coopetitive budget given to the firms if they are considered 
together, regardless of their distribution among the partners, 
increases (decreases) the profit of all participating firms.

Number of partners and focal firm’s cooperativeness

Although most coopetitive agreements involve only two actors, 
one can observe an increasing number of coopetitive agree-
ments that involve more than two competing firms. Different 
contributions have emphasized the existence of “network coo-
petition” (Padula & Dagnino, 2007) or coopetition in ecosys-
tems (Gueguen, 2009). When more than two firms are involved 
in the coopetitive project, that is, in the presence of multipart-
ner coopetition, the question of the optimum set of partners 
arises. If more firms are involved, it simultaneously increases the 
budget for the joint project and the strength of competition 
among the partners (Chiambaretto & Dumez, 2016; Das & 
Teng, 2002; Heidl, Steensma, & Phelps, 2014; Lazzarini, 2007). 
The question of the optimum set of partners is therefore a 
complex issue. Here, we address a somewhat simpler issue 
about whether adding (removing) an outside (a current) part-
ner to (from) an already existing agreement positively or nega-
tively influences the profit and cooperativeness of its members. 
We first assess the impact on cooperativeness, that is, the frac-
tion of the budget allocated to value creation, from a change in 
the set of partners. We first consider the addition of a new 
partner before considering the removal of an existing partner.

The marginal impact of an additional member (the K + 1th 
firm) on the level of cooperation of partner i of the standing 
coopetitive agreement crucially depends on the newcomer’s 
level of dedicated budget. Let us compute the sign of the dif-
ference: α α−+
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i
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According to condition (13), the sign of the difference de-
pends on the coopetitive budget of the new partner. If the new 
partner’s budget is smaller (respectively larger) than some 
threshold value that depends on the overall budget of the mem-
bers of the existing agreement (N), the focal firm increases (re-
spectively decreases) its level of cooperation. Thus, by creating 
more (respectively less) value, the standing members of the 
agreement compensate for the potential loss (respectively gain) 
incurred by a larger number of partners involved in the sharing. 
If the new partner’s coopetitive budget is relatively small, the 
historical members are not threatened by its entrance in the 
agreement. Therefore, the focal firm can increase its cooperative 
investment in common value creation. However, if the new part-
ner’s coopetitive budget is relatively large, its competitive power 
threatens the value appropriation capacity of the standing part-
ners. They react by lowering their cooperative investment to 
secure sufficient appropriation capacity while counting on the 
new partner to create more value. Figure 1 represents the 
boundary percentage of N for +nK 1 that makes the other K firms 
increase or decrease their a* by standardizing N to 1.6

Two opposite effects drive the evolution of the boundary, 
namely, a budget effect (i) and a size effect (ii). Adding a new part-
ner to the agreement (i) increases the potential budget to create 

6. These results are satisfied for all K > 1 since 
− + =→+∞

K K
K

Klim
( 1)

0.
2

3  

Even if K is very large, the boundary remains above 0 (K² – (K + 1) > 0 for 
all K > 1), which means that there is always at least one case where coop-
eration can increase with the number of players (as long as the K + 1th 
firm has a coopetitive budget very close to 0).

common value, which allows firms to be less cooperative (a de-
creasing) and still create more value overall, but the size effect (ii) 
also increases the number of partners that appropriate this value, 
which pushes firms to be more cooperative (increasing a) to 
create more value and maintain at least the same level of profit. In 
our case, moving from a two-firm agreement to a three-firm 
agreement makes the size effect (ii) greater than the budget effect 
(i), which is reversed when moving from a three-firm agreement 
to a four-(or more)-firm agreement. Roughly, moving from two to 
three firms represents an increase of 50% (which is relatively 
huge), while moving from three to four firms represents an in-
crease of 25%. This explains why the boundary increases between 
K = 2 and K = 3 while decreasing otherwise.

Based on these results, we state Proposition 3a.

Proposition 3a. Adding a new partner to an existing coopetitive 
agreement increases the focal firm’s cooperativeness if and only if 
the new partner’s budget is sufficiently small (i.e., below the boundary 
percentage of N displayed in Figure 1).

We can also interpret this result from the reverse perspec-
tive. What occurs if a firm exits the agreement? The corollary of 
Proposition 3a suggests that the remaining firms increase (resp. 
decrease) their cooperation levels if the exiting firm’s budget is 
larger (respectively lower) and decrease their cooperation levels 
if they lose a partner with a small coopetitive budget.

Corollary of Proposition 3a. Removing a partner from an existing 
coopetitive agreement increases the focal firm’s cooperativeness if and 
only if the exiting partner’s budget is sufficiently large (i.e., above the 
boundary percentage of N displayed in Figure 1).

Number of partners and the focal firm’s profit level

Regarding profit, it is crucial to understand the impact of add-
ing a new partner to the standing coopetitive agreement on 
the profit of the focal firm. The Nash profit is determined by 
budget α ni i

*  invested in cooperation for value creation:

α = − − − − ⋅ − = − −
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Firm i’s profit, as a function of K, is given by
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After adding a new partner to the agreement, the profit of 
the focal firm i becomes

Figure 1.  Budget of the new partner in the percentage of N that 
determines the increase or decrease of α i

*  for the other firms

Note: 
− +K K
K
( 1)2

3  represents the boundary percentage of 

∑=
=

=
N ni

i

i K

1
 for the budget of the new partner +nK( )1 , which deter-

mines the increase or decrease of the other firms’ Nash cooperative 
investments α i( )* . K is the number of cooperative firms before the 
cooperation of a new partner.
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To assess the impact of the addition of a partner on the 
Nash profit of the focal firm, let us determine the sign of 
π π+ −K Ki i( 1) ( ).* *  Observe that
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For instance, if K = 2, then the two standing firms benefit 
from cooperating with a third partner only if the new partner 

has a very large coopetitive budget >+n NK(
5
4

).1  Figure 2 
shows the evolution of this threshold as K increases. When the 
number of initial partners is small, the additional partner’s bud-
get must be very large to increase the Nash profit of the focal 
firm. The threshold appears to decrease at approximately 10% 
of N when K is approximately equal to 20 firms in the coope-
titive game. The threshold is always positive but approaches 0 

when K reaches infinity.7 Thus, when a small number of firms 
sign the coopetitive agreement, the initial partners usually do 
not have sufficient incentives to accept an additional partner, 
unless it provides a very large coopetitive budget. Conversely, 
losing a partner with a large budget decreases the profit of the 
remaining firms; however, losing a partner with a relatively 
small budget is always profitable for them.

These results allow us to formulate the following 
propositions.

Proposition 3b. Adding a new partner to a standing coopetitive 
agreement increases the Nash profit of the focal firm if and only if 
the new partner’s dedicated budget is sufficiently large (i.e., above the 
boundary percentage of N displayed in Figure 2).

Corollary of Proposition 3b. Removing a partner from an 
existing coopetitive agreement increases the focal firm’s profit if and 
only if the exiting partner’s budget is sufficiently small (i.e., below the 
boundary percentage of N displayed in Figure 2).

Before discussing the implications of these results in the fol-
lowing section, Table 1 provides a summary of the results of 
the comparative statics of the model showing whether there is 
a positive or negative relationship among the budget size of 
the focal firm, the budget size of the other partners, the entry 
or exit of a partner with a small or a large coopetitive budget 
in the agreement, and the cooperation level and profit of the 
focal firm.

Discussion

Finding the right balance between value creation 
and value appropriation in the coopetition for 
innovation

The existing literature on coopetition has emphasized the ne-
cessity to find the right balance between value creation and 
value appropriation activities to maximize the focal firm’s inno-
vation performance (Park et al., 2014; Ritala & Hurmelinna-
Laukkanen, 2018; Ritala & Tidström, 2014). However, these 
contributions remained mainly qualitative (Gnyawali & Park, 
2011; Ritala & Tidström, 2014) or when quantitative assess-
ments were made, the level of analysis was not at the agree-
ment level (Park et al., 2014). Despite several calls to investigate 
this issue more deeply, there has been a lack of research on 
how firms can find this optimal balance. Our research answers 
this call by investigating the value creation/appropriation di-
lemma in coopetition and provides several key differentiating 
contributions. First, our game-theoretical approach allows us 
to identify the equilibrium allocation of the budget for each 

7. This means that when K is very large, there is always at least one case 
where profits can increase with the number of partners if the  
K + 1th firm has a coopetitive budget very close to 0.

Figure 2. Budget of the new partner in the percentage of N that 
determines the increase or decrease of π * for the other firms

Notes: 
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for the budget of the new partner +nK( )1 , which determines the in-
crease or decrease of the other firms’ Nash profit π( *). K is the num-
ber of cooperative firms before the cooperation of a new partner.

 0%

20%

40%

60%

80%

100%

120%

140%

%
 o

f N
 fo

r n
K 

+ 
1

2 3 4 5 6 7 8 9

π*
K + 1 < π*

K

π*
K + 1 > π*

K

10 11 12 13 14 15 16 17 18 19 20
K



Original Research Article72

Chiambaretto et al.

participant involved in the agreement between value creation 
activities and value appropriation activities. Second, in opposi-
tion with previous contributions using a two-stage game, we 
adopt a single-stage approach to take into account the speci-
ficities stemming from the simultaneity of competition and co-
operation in coopetition. Third, we adopt a perspective in 
which the partnering firms have a limited budget such that al-
location decision made for value creation are made at the ex-
pense of value appropriation. Fourth, our modeling allows us 
to analyze the value creation/appropriation dilemma in settings 
involving more than two partners with different budgets. Finally, 
our approach allows us to realize some comparative statics 
and observe how the equilibrium evolves when the character-
istics of the agreement change.

Our research yields several key results. First, we have shown 
the existence of a unique Nash equilibrium of a coopetitive 
agreement that determines the amount of budget invested by 
each member firm in value creation activities and the budget 
kept by each firm for value appropriation activities. We show 
that the level of cooperation, that is, the total amount of bud-
get invested cooperatively, depends on the focal firm’s coope-
titive budget, the partner firms’ coopetitive budget and the 
number of partnering firms. These findings confirm the impor-
tance of the variables identified in Ritala and Hurmelinna-
Laukkanen (2018) and Ritala and Tidström (2014), even if we 
go beyond these studies in clarifying their respective roles.

Second, our approach emphasizes a key outcome regarding 
the distribution of the value created by the coopetitive agree-
ment among partnering firms. At the Nash equilibrium, the 
profits of the partnering firms tend to become equalized. 
Specifically, the profits reached by the partnering firms differ 
only based on exogenous organizational appropriation factors. 
Therefore, by neglecting such exogenous differences, we ob-
tain the remarkable outcome that profits are equalized among 
all firms despite their heterogeneity in the dedicated budgets 
to the coopetitive project. The appropriation capacity mea-
sured by firms’ relative budgets explains why their opposite 
incentives (to cooperate or compete more) do not have the 

same effect on their profit. The incentive to allocate a larger 
proportion of a firm’s budget to cooperation (which increases 
value creation) is stronger for firms with large budgets than for 
firms with more modest budgets. This result is noteworthy be-
cause it shows how the very nature of coopetition contributes 
not only to generating tensions but also to regulating them by 
avoiding unequal sharing schemes (Ritala & Hurmelinna-
Laukkanen, 2018). This situation holds if every partner can ob-
serve or anticipate the total budget of the other partners 
(without having access to each individual budget). We further 
discuss this assumption in the following sections.

Understanding the impacts of the firms’ budgets 
and the number of coopeting firms on the focal 
firm’s cooperativeness and profit

Finding the optimal level of cooperation and the resulting 
profit in a coopetitive setting also requires an understanding of 
how firms’ strategic reactions evolve according to various pa-
rameters. Three variables have been investigated: the focal 
firm’s budget dedicated to the coopetitive project, the partner 
firm’s increase in its budget, and the total number of partnering 
firms.

First, we show that when the budget of the focal firm in-
creases, the amount of the budget invested cooperatively to 
create value also increases. A richer focal firm has incentives to 
foster value creation in the coopetitive project by investing a 
larger amount of its budget in cooperation while keeping the 
same amount of budget to appropriate the jointly created 
value. Richer firms are thus more willing to create value in 
coopetition than firms with lower budgets. Additionally, we 
show that when the coopetitive budget of the focal firm in-
creases, the additional value created by the focal firm increases 
its profit. In this case, more cooperation from the focal firm 
with the larger budget overcompensates for the decrease in 
the cooperation of the other partners.

Second, by adopting a symmetrical approach, we have inves-
tigated the impact of increasing the budget of a partnering firm 

Table 1.  Summary of the comparative statics: changes in the cooperation level and profit according to the focal firm’s budget size, partner firms’ budget 
size, and number of partners

Focal firm

Cooperation Profit

Increase in focal firm’s budget size + +

Increase in a partner firm’s budget size – +

A firm with a large budget joins (exits) the agreement – (+) + (–)

A firm with a small budget joins (exits) the agreement + (–) – (+)

Notes: The positive and negative signs indicate, at the equilibrium, a positive or negative change in the cooperation level and profit of the focal firm or its 
partners in response to a change in the focal firm’s budget size and in its partner firms’ budget size and the entry (or exit) of a firm with a large or small 
budget in the coopetitive agreement.
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on the focal firm’s strategic reaction. Our model allows us to 
conclude that when the budget of a partner firm increases, the 
focal firm reduces its share of budget invested cooperatively 
while keeping more budget to appropriate the joint value. 
Indeed, partners with relatively smaller budgets face greater 
challenges regarding value appropriation in alliances with part-
ners that invest a lot in coopetition activities (Yang et al., 2014). 
Consequently, keeping a larger amount of the budget to appro-
priate value is the only way for smaller partners to remain prof-
itable in a coopetitive project. Regarding profits, we show that 
even if a partner firm increases its budget dedicated to the 
coopetitive project, the focal firm will also see its profit increase. 
This result contradicts several contributions on asymmetric alli-
ances that state that partnering with a large firm usually reduces 
the profit of a smaller partner (Bae & Gargiulo, 2004; Vandaie & 
Zaheer, 2014). We explain this contradiction by noting that 
most of these previous contributions have focused on value 
appropriation mechanisms without accounting for the added 
value of cooperating with a partner that has a larger coopetitive 
budget. Even if a smaller firm has a lower market share (com-
pared to the initial situation), it also benefits from the increased 
market size and consequently realizes more profit.

Finally, this research has shown that the impact of adding 
new members on coopetitive agreements has contrasting out-
comes for the initial partners. First, when a new member joins 
a coopetitive agreement, the focal firm invests a larger share of 
its budget cooperatively to create value only if the new part-
ner is relatively small (from a budgetary standpoint). In the 
presence of a small new partner, the focal firm invests a larger 
share of its budget to create more value and to compensate 
for the loss of total value that can be appropriated because it 
is now shared with one more firm. However, if the new part-
ner has a large budget dedicated to the coopetitive project, 
then this budget represents a threat to the focal firm regarding 
value appropriation, which leads to a downward adjustment of 
the focal firm’s investment in cooperation to keep a sufficient 
budget to maintain its market share while expecting the new 
partner to create more value, which occurs at equilibrium. 
Regarding profit, the situation is even more complicated. The 
model allows us to conclude that the focal firm’s profit in-
creases only if the new partner is sufficiently large (from a 
budgetary standpoint). The addition of a new partner makes 
sense only if it creates more value (by adding enough mone-
tary resources to the common pool) than it appropriates (by 
dividing the value with an additional partner). Thus, only a large 
partner appears to allow firms to create more value rather 
than appropriating it. Consequently, if the partnering firms de-
cide to accept a new member in the coopetitive agreement, 
then this new partner must bring a sufficiently large coopeti-
tive budget, and such a situation leads to a reduction of the 
budget cooperatively invested by the partnering firms in value 
creation.

Conclusion

Our research aimed at understanding how firms balance 
value creation and value appropriation behaviors in innova-
tive coopetition projects. More precisely, based on a formal 
framework dedicated to coopetition agreements, we investi-
gated the impacts of firms’ budget and the number of part-
ners in the coopetitive agreement on the balance between 
value creation and value appropriation strategies. In this 
sense, our article contributes to the coopetition literature by 
offering new insights into the debate concerning the value 
creation and value appropriation strategies adopted by coo-
peting firms (Ritala & Hurmelinna-Laukkanen, 2009, 2018; 
Ritala & Tidström, 2014) and the tensions that they generate 
(Fernandez et al., 2014; Fernandez & Chiambaretto, 2016; 
Tidström, 2014). This vast literature has identified the key de-
terminants of these strategies but has not provided an inte-
grative framework to study their respective impacts on firms’ 
value creation and appropriation strategies. Furthermore, our 
contribution is one of the first studies that investigates situa-
tions of “asymmetric coopetition” in which partners have 
different sizes and “multipartner coopetition” in which there 
are three or more partners. Therefore, we emphasize the 
importance of the relative sizes (from a budgetary stand-
point) of the partners in explaining value creation and value 
appropriation strategies.

Inevitably, our study has a number of limitations. As with 
any theoretical model, our model is based on a series of 
assumptions that must be discussed. First, our model allows 
firms to use and allocate their budget for value creation or 
value appropriation interchangeably. Most of our results de-
pend on this key assumption of investment substitutability 
across partners. However, resources dedicated by different 
firms to a coopetitive project are rarely perfect substitutes 
and frequently involve complementarities (or synergies) be-
tween resources. It would therefore be of interest to ex-
tend our model to other settings that allow for 
complementarities (e.g., with a multiplicative value creation 
function). Second, our results hold only if the coopetitive 
budgets of partnering firms are observable and common 
knowledge. Future research could consider asymmetric in-
formation among the partnering firms or develop a model 
in which the appropriation efforts are more difficult to ob-
serve than the value creation efforts. Finally, as with any 
theoretical paper, fur ther research is needed to empirically 
assess the validity of our conclusions. This empirical test 
could be conducted either by relying on existing databases 
or by running controlled laboratory experiments.

Nevertheless, this research provides new insights regarding 
the value creation/value appropriation dilemma in coopetition 
strategies for innovation while identifying promising research 
avenues for future contributions.
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Following Mintzberg, Raisinghani, and Théorêt (1976, p. 246), a 
strategic decision can be defined as one which is “important, in 
terms of the actions taken, the resources committed, or the 
precedents set.” Such decisions influence the success or failure 
of organizations (Dean & Sharfman, 1996; Elbanna & Child, 
2007a; Walters & Bhuian, 2004). These decisions are formu-
lated and implemented in a context where managers have lit-
tle power and control (Papadakis, Thanos, & Barwise, 2010). 
Hence, it is hard to trace their progress until we understand 
their broader context (Elbanna, Child, & Dayan, 2013). This 
context is multifaceted, in the sense that the process of making 
strategic decisions is subject to several factors. Thus, it is very 
important to study in depth the role of the broader context 
because its characteristics do not necessarily impinge in isola-
tion on the strategic decision process.

In the strategic management literature, there seems to be a 
consensus that context refers to sets of characteristics 
(Elbanna & Child, 2007b; Papadakis et al., 2010) which include 

those of top management, decision-specific, environment and 
organization (e.g., Dayan, Elbanna, & Di Benedetto, 2012; 
Papadakis, Lioukas, & Chambers, 1998).

Previous reviews of the role of context in making strategic 
decisions create an informative overview of the contextual fac-
tors that impinge on strategic decision processes (Elbanna, 2010; 
Papadakis et al., 2010; Shepherd & Rudd, 2014). The strength of 
these reviews lies in creating awareness of the integrative ap-
proach to context as an explanation for strategic decision pro-
cesses and the ways in which they factor into the relationship 
between the process and outcomes of strategic decisions. 
Furthermore, they help managers to determine which contex-
tual factors should be incorporated in their thinking for certain 
decisions and subsequent actions. However, these reviews do 
not contain in-depth discussions of the dimensions of strategic 
decision process. Even the reviews by Eisenhardt and Zbaracki 
(1992), Schwenk (1995), and Elbanna (2006), which focus on 
these dimensions, do not consider contextual influences.
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To overcome the limitations of the above literature reviews, 
we carried out an in-depth review of the role of context in 
influencing strategic decision processes. The present review 
builds on and extends previous work by taking a closer look at 
the literature on the strategic decision process to identify 
more fine-grained research opportunities. By keeping the 
overview function of previous reviews, adding recent studies 
and exploring the extent to which context allows us to de-
velop further insight into the reasons for mixed findings in this 
research area, we aimed to be more specific than previous 
reviews in drawing up a future research agenda. We hope that 
important areas for further research and appropriate ap-
proaches to studying strategic decision processes have been 
identified. For the present review, our research question is 
“How do contextual factors influence the strategic decision 
process?”

This allows for three contributions. First, by bringing to-
gether studies from several contextual perspectives, we map 
the broader context of strategic decision processes and enable 
an up-to-date integrative overview to be taken of the possible 
perspectives and the role of individual characteristics in the 
strategic decision process (Elbanna & Child, 2007b). This inte-
gration opens the door to a better understanding of the rea-
son why mixed findings persist. Second, the context 
perspectives may (due to their nature) be more logical as an 
antecedent (cause) of process and outcomes than as a bound-
ary condition between process and outcomes (or vice versa). 
A further exploration of the main effects to see how they are 
reinforced, alleviated, attenuated, or exacerbated by specific 
characteristics or context perspectives also allows for a more 
fine-grained development of the framework. Therefore, by in-
cluding several perspectives instead of only one researcher on 
the strategic decision process is more likely to identify reasons 
for the inconsistencies that are found. In addition, research on 
strategic decision processes does not provide a clear insight 
regarding the way in which context perspectives affect one 
another. For example, the external environment of a firm is 
connected to its internal environment through boundary 
spanners (Hautz, 2017; Jansen, Curşeu, Vermeulen, Geurts, & 
Gibcus, 2013; Jemison, 1984). It is the relationship between 
context perspectives that is underexplored, in the sense that 
previous researchers focused on a single perspective, where 
multiple perspectives and their interrelationships were rarely 
examined. These then form two contributions that the present 
research makes. Together they allow us to draw up a third con-
tribution, namely a future research agenda for context aspects 
in the strategic decision process research. As well as these con-
tributions, practitioners will find more about the role of the 
various characteristics and perspectives, based on evidence 
from previous research. This will give them a better chance to 
disentangle which influences affect their strategic decision pro-
cess and consequences, and how they do so.

In the next section, we describe the analytical approach and 
methodology that we used to conduct the literature review. 
After this, we present the results before identifying several the-
oretical and practical contributions of this study and outlining 
promising directions for future research.

Organization and setup of the review

The review is organized around the integrative framework 
presented in Figure 1. This framework is a set of constituent 
parts linked together. The context factors on the left-hand 
side, the decision process in the middle, and the decision 
outcomes on the right-hand side make up the parts of the 
framework, and the links indicate the sequential, moderat-
ing, mediating, or cyclical nature of the relations between 
these parts.

Four groups of factors can be distinguished: they are the 
environmental context, organizational context, nature of the 
strategic decision, and top management characteristics. The 
environmental context refers to the external environment 
(environmental characteristics); the organizational context re-
fers to the internal environment (organizational characteris-
tics); the top management characteristics refer to the 
characteristics of the decision-makers on an individual or col-
lective basis and the dynamics between them; and the deci-
sion-specific characteristics of strategic decision-making refer 
to the characteristics of the decision (Papadakis et al., 2010). 
Previous empirical papers have explored and tested the ef-
fects of individual characteristics, and literature reviews have 
grouped and established the different parts of the broader 
context from which stems its influence on strategic decision 
processes and outcomes (Rajagopalan, Rasheed, & Datta, 
1993; Shepherd & Rudd, 2014).

The decision process refers to the process by which a 
strategic decision is formulated and implemented, that is, 
the process that leads to the choice of goals and means 
and the way that means are effectively deployed (Elbanna, 
2006; Noorderhaven, 1995). Formulation concerns the way 
that the decision comes about, whereas implementation is 
about the way that the decision is put into action (Elbanna, 
2006; Rajagopalan, Rasheed, Datta, & Spreitzer, 1997). 
Decision outcomes are the intended (Papadakis et al., 
1998; Shepherd & Rudd, 2014) and unintended (Elbanna, 
2018; Elbanna et al., 2013) consequences of the strategic 
decision process. Decision outcomes are the results of de-
cision formulation and implementation and represent the 
direct organizational and social consequences of decision 
activity. Organizational performance is the actual outcome 
of the functioning of an organization. These definitions of 
context, process, and outcomes together form the back-
drop against which we can place the individual papers of 
our review.
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Methodology: Sampling and coding

We identified relevant articles by using various keywords in 
our search of the Social Sciences Citation Index (1988–2018), 
including strategic decision, strategic decision-making, strategic 
decision process, decision success, decision outcomes, and 
strategy process in the ‘title’ or ‘topic’ fields. We limited the 
search to the ‘Business’ and ‘Management’ categories in the 
Index, and we checked the list of references to previous litera-
ture reviews, that is, backwards snowballing of the literature 
(e.g., Eisenhardt & Zbaracki, 1992; Elbanna, 2006; Papadakis et 
al., 2010; Rajagopalan et al., 1993; Shepherd & Rudd, 2014). The 
papers were retrieved through the EBSCO, ProQuest, Emerald, 
Science Direct, and JSTOR Business databases. Our systematic 
literature review resulted in 87 papers. These papers were in-
cluded in the review if they had one or more concepts that fit 
one or more context perspectives, were about strategic deci-
sion processes, and were empirical in nature. Figure 2 reports 
the step-by-step search and selection process. Next, the in-
cluded studies were coded in terms of their correspondence 
to the contextual factors included in the study.

Contextual perspectives: Review of the 
literature

The strategic decision process literature distinguishes four 
contextual perspectives, as shown in Figure 1. These are the 

perspectives of top management (strategic or management 
choice), decision-specific characteristics, environmental deter-
minism (environmental characteristics), and organizational 
characteristics. Factors incorporated in these perspectives di-
rectly influence the strategic decision process or moderate the 
relationship between the strategic decision process and its 
outcomes. The following sections create an overview of the 
four contextual perspectives and the empirical studies identi-
fied within each of these perspectives.

Top management characteristics

This perspective refers to the properties of the “top manage-
ment team as the dominant coalition of the most senior exec-
utives who have responsibility for setting the overall direction of 
an organization” (Shepherd & Rudd, 2014, p. 343). The external 
and the internal environments of the firm set limits to the deci-
sion process, but the final outcome of decisions is shaped by 
the top management team (Child, 1997). Several studies have 
adopted a strategic choice perspective and strategy-as-practice 
to investigate the effects of the top management team on stra-
tegic decision processes (e.g., Asmuß & Oshima, 2018; Elbasha 
& Wright, 2017; Ericson, 2010; Jansen, Curşeu, Vermeulen, 
Geurts, & Gibcus, 2011). Other studies, though, have concluded 
that top management team characteristics may not impact stra-
tegic decision processes or that this impact is slight compared 
to other contextual characteristics (e.g., Lyles & Mitroff, 1980).

Figure 1.  The integrative framework for studying strategic decisions.
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Prior studies have considered either the demographic or 
the psychological characteristics of decision-makers. In the fol-
lowing paragraphs, we review the effects of both these charac-
teristics on strategic decision processes.

Demographic characteristics

Several demographic characteristics such as gender, age, ten-
ure, and education have been the subject of previous studies 
of top management teams (Elbanna, 2018). Some studies have 
investigated the effects of such individual demographic charac-
teristics on strategic decision processes. Others estimate the 
demographic diversity of top management teams, which refers 
to the extent to which a top management team is or is not 
demographically heterogeneous. The advantage of doing re-
search with demographic data is that they are easily accessible 
to researchers (Finkelstein, Hambrick, & Cannella, 2009). The 
wider the demographic diversity of the top management team, 
the greater the chance that this team will use multiple sources 
of information and perspectives in the decision process 
(Dutton & Duncan, 1987). At this point, some scholars begin to 
argue that top management team diversity and performance 

are positively related (Wiersema & Bantel, 1992). Yet, diversity 
has its costs since it makes communication more difficult and 
increases conflict and political behavior (Amason, 1996; 
Elbanna, 2009).

Generally speaking, recent reviews have concluded that sev-
eral inconsistent findings have been made with respect to the 
relationship between demographic variables and strategic 
choices and strategic decision processes (Bromiley & Rau, 
2016; Hambrick, 2007). In the following paragraphs, we review 
the four most widely used demographic variables in the area 
of strategic decision processes, namely age, tenure, experience, 
and educational background.

Age.  Age is an important factor affecting strategic decision 
processes (Finkelstein et al., 2009). On average, older managers 
appear to be more risk averse than younger ones and incline to 
more incremental decisions about their organizations 
(Brouthers, Andriessen, & Nicolaes, 1998; Wiersema & Bantel, 
1992). Similarly, Greening and Johnson (1996) argue that 
younger managers appear to adopt more analytical or rational 
approaches when making and integrating strategic decisions. 
Other studies have argued that managers’ age is not as 
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Potentially relevant references
in relevant subject categories
“Management” or “Business”
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Potentially relevant papers
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Figure 2.  Flow diagram of the literature selection process.
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important as tenure in the firm (Bantel, 1993). Surprisingly, 
Francioni, Musso, and Coppi (2015) find mixed results: age is not 
related to the rationality dimension of the strategic decision 
process, but is negatively related to the political behavior of this 
process.

Similarly, research on the role of age heterogeneity in deci-
sion-making showed mixed results, such as a variety of per-
spectives on decision-making (Wiersema & Bantel, 1992), 
enhancing the capacity of firms to develop responsive practices 
in the face of threats (Greening & Johnson, 1996) and having 
no effect on strategic change (Wiersema & Bantel, 1992).

Tenure. Tenure potentially has the most significant theoretical 
bearing of all the demographic characteristics on decisions 
(Finkelstein et al., 2009). It has been linked to organizational 
performance, innovation, and risk-taking by top management 
teams (Henderson, Miller, & Hambrick, 2006; Wu, Levitas, & 
Priem, 2005). Previous upper-echelon studies have measured 
several different types of tenure (see Finkelstein et al., 2009 for 
an overview). The most widely studied ones are tenure in the 
top management team, captured by the number of years the 
members of the team have worked together; tenure in 
position, measured by the number of years the executives 
have been in their position; organizational tenure, measured by 
the number of years that the executives have worked in the 
firm and their tenure in the industry representing the time 
spent in the industry. But our search of the literature found no 
studies in the strategic decision process area that investigated 
the effects of industry tenure on strategic decision processes.

Empirical studies have argued that tenure, like age, increases 
rigidity (Greening & Johnson, 1996). The studies by Fredrickson 
and Iaquinto (1989) and Goll and Rasheed (2005) conclude 
that long-tenured top management teams follow more ratio-
nal approaches to decision-making. Other studies have reached 
the conclusion that the wider the variation of tenure in the top 
management team, the more effective the teams are (Greening 
& Johnson, 1996; Schwenk, 1988; Wiersema & Bantel, 1992).

Experience.  In the strategic decision process research, two 
aspects of experience are important: amount and type. The 
overwhelming majority of studies focus on the former and not 
the latter. Fredrickson (1985) reports that contextual factors 
influence the strategic decision processes of inexperienced 
executives, although they may not affect the strategic decision 
processes of experienced executives. Similarly, Elbanna and 
Child (2007b) argue that, contrary to US and British managers, 
Egyptian managers’ limited experience may lead them to focus 
on managing strategic decisions within their organizational 
context more than on the environmental variables in which 
they make them. However, Elbanna and Fadol (2016a) contend 
that the impact of the contextual variables on the strategic 
decision process varies from one dimension to another.

The amount of experience in Dutch small and medi-
um-sized enterprises (SMEs) leads to more effective decisions 
if decision-makers are more confident about the decision sit-
uation (Jansen et al., 2013), but show no effect if decision-mak-
ers are willing to accept more risk in the decision situation. 
This mixed effect of experience according to the amount of 
experience is not exceptional, for recent studies have also 
shown that relations between experience measures and the 
characteristics of the strategic decision process are expected, 
but are not found. Experience in the top management team 
(measured as the number of industries in a manager’s experi-
ence) does not lead to greater potency in the top manage-
ment team (Clark & Maggitti, 2012). Francioni et al. (2015) 
found no effects of the CEO’s experience on the strategic 
decision process in Italian SMEs, measured by the number of 
years, for either the political behavior dimension or that of 
rationality. This shows that the role of the amount of experi-
ence is two-edged with regard to explaining the characteristics 
of the strategic decision process and outcomes. Some limited 
evidence exists to support the view that the type of experi-
ence influences strategic decision processes, as well (Hitt & 
Ireland, 1986).

Some studies have also focused on the effects of heteroge-
neity in functional experiences on strategic choices and strate-
gic decision processes. The available empirical evidence holds 
that heterogeneous teams make better decisions than homo-
geneous teams do (Greening & Johnson, 1996; Schwenk, 1988). 
In summary, both the amount of experience and the type of 
experience are clearly related to the strategic decision process 
and outcomes, but in the studies we reviewed they have no 
similar effect.

Educational background. The educational background of 
executives determines how they perceive the world, process 
information, and ultimately make decisions (Hambrick & 
Mason, 1984). Goll and Rasheed (2005) contend that, because 
business management education focuses on applying analytical 
techniques to decision-making, educated managers are initially 
led to rely on rational strategic decision processes rather than 
other approaches. Clark and Maggitti (2012) found that the 
education level in the top management team is positively 
related to the speed of strategic decision-making through the 
potency of the team. Francioni et al. (2015) found that higher 
education levels lead to more rationality in the strategic 
decision process. Taken together, the education level seems to 
play a salient role in the strategic decision process, and its 
impact on decision outcomes goes through process 
characteristics.

Moreover, the type of education (a.k.a. specialization) is an 
important determinant of strategic decision processes. A man-
ager’s specialism in education forms his/her perspective and 
outlook (Wiersema & Bantel, 1992). Alkaraan and Northcott 
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(2006), for example, argue that the specialization of education 
of CFOs in the UK is reflected in the strategy that their com-
panies follow.

Psychological characteristics

In addition to the demographic characteristics, previous stud-
ies have investigated the effects of several psychological char-
acteristics on strategic decision processes, such as locus of 
control, need for achievement, and risk-taking propensity, 
which we discuss next.

Locus of control.  Rotter, on the basis of social learning 
theory, developed the locus of control construct, which 
refers to “individual differences in a generalized belief in 
internal versus external control of reinforcements” (Rotter, 
1966 in Boone, De Brabander, & van Witteloostuijn, 1996, 
p. 668). While internal individuals feel that they can control 
their lives, the opposite holds for external individuals 
(Selar t, 2005). Locus of control has been linked in previous 
studies with several outcomes, including organizational 
performance, innovative behavior, and export behaviors 
(e.g., Halikias & Panayotopoulou, 2003). In a pioneering 
study, Miller, Kets De Vries, and Toulouse (1982) found that 
firms with internal CEOs emphasize product design 
innovations through R&D and change their products more 
frequently than firms with external CEOs. Miller and 
Toulouse (1986) fur ther argued that internal CEOs favor 
decentralized strategic decision processes. However, in a 
study of 204 Hong Kong Chinese managers, Cheng, Rhodes, 
and Lok (2010) argue that there is no statistically significant 
relationship between locus of control and rationality in the 
strategic decision process.

Need for achievement. The need for achievement is a second 
important personality characteristic. It reflects the tendency of 
a manager to accomplish tasks and achieve success. “Achievers 
would rather set their own goals, which are of moderate 
difficulty, than have goals set for them by others” (Hitt, Miller, & 
Colella, 2009). Moreover, they are ambitious, competitive, and 
keen to exercise control over the events affecting their lives 
(Miller, Dröge, & Toulouse, 1988). Based on this desire to 
control the context in which they operate, “Achievers” favor 
structural centralization and emphasize formalized strategic 
decision processes (Lewin & Stephens, 1994). Miller et al. 
(1988) argued that executives’ high need for achievement 
causes them to aim for their goals in an orderly and systematic 
way, thus taking a more rational approach, but other writers 
found no empirical support in a recent study based on Italian 
SMEs (Francioni et al., 2015); instead, a positive effect of the 
need for achievement on political behavior was found.

Risk-taking propensity.  Some studies have investigated the 
effect of top managers’ risk-taking propensity on strategic 
decision processes. Wally and Baum (1994), for example, 
suggest that risk-taking propensity positively influences the 
pace of evaluating candidates for acquisition. Gilley, Walters, 
and Olson (2002) concluded that risk taking by the top 
management team and firm performance are positively related 
in stable rather than in dynamic settings. Francioni et al. (2015) 
found that managers’ risk attitude positively affects their 
rationality and political behavior.

Other studies

Quite a few studies have investigated other characteristics be-
sides those mentioned above. For example, Talaulicar, Grundei, 
and Von Werder (2005) argued that debate by the top man-
agement team influences the comprehensiveness of decisions 
in a positive way. Ashmos and McDaniel (1996) reported that 
managers should pay attention to questions of both scope 
and intensity of participation in the decision process. Souitaris 
and Maestro (2010) found that polychronicity in top manage-
ment teams, a construct referring to the tendency of top 
managers to do several tasks simultaneously, positively influ-
ences firm performance. This influence is mediated through 
comprehensiveness and speed. In another study in the 
Chinese context, it has been argued that speed is positively 
influenced by a CEO’s transformational leadership (Gu, Weng, 
& Xie, 2012). A CEO’s transformational leadership has also 
been found to exert a positive influence on the comprehen-
siveness of strategic decision processes (Friedman, Carmeli, & 
Tishler, 2016), whereas relation leadership positively 
affects team learning in strategic decision processes (Carmeli, 
Tishler, & Edmondson, 2012).

Papadakis and Barwise (2002) argued that the characteris-
tics of the CEO (e.g., tenure in position, education, risk-taking 
propensity) and those of the top management team (i.e., edu-
cation, competitive aggressiveness) are important determi-
nants of strategic decision processes, with the latter being 
more important. Another interesting finding was that the 
broader context (i.e., hostility, firm size, ownership type, deci-
sion importance) is more influential in this regard than the 
CEO or the top management team. Papadakis (2006) 
concluded that a CEO’s demographic characteristics influ-
ence   strategic decision processes while his/her personality 
characteristics exert no direct influence. The latter inference is 
consistent with the findings of Cheng et al. (2010) in the 
Chinese context, but contradicts the early findings of studies 
from the US context (e.g., Miller et al., 1988).

The effects of several other psychological constructs on 
strategic decision processes have been identified in the litera-
ture. For example, some limited empirical evidence exists to 
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support the view that CEO meta-cognition (Mitchell, Shepherd, 
& Sharfman, 2011), executives’ cognitive style (Nutt, 1990, 
1993), cognitive complexity (Iederan, Curşeu, & Vermeulen, 
2009), shared mental models (Bailey & Peck, 2013), and job 
anxiety (Mannor, Wowalk, Bartkus, & Gomez-Mejia, 2016) in-
fluence strategic decision processes. Clearly, more research is 
needed before drawing any conclusions.

The decision-specific characteristics perspective

Hutzschenreuter and Kleindienst (2006) point out that the 
role of decision-specific factors in the strategic decision pro-
cess has received limited attention from scholars, and hence, it 
is hard to generalize the results of previous research because 
of two factors. In this review, we will discuss decision impor-
tance, uncertainty, and motive, since these are the most widely 
studied characteristics in the strategic decision process litera-
ture (Fredrickson, 1985; Hickson et al. 1986; Nooraie, 2008).

Decision importance

Some strategic decisions are more important than others 
(Dean & Sharfman, 1996; Elbanna, 2010; Shepherd & Rudd, 
2014), and hence, decision-makers may make strategic deci-
sions in different ways because of the limits on their time and 
attention. For instance, conventional wisdom would suggest 
that for strategic decisions that are likely to be very import-
ant for the future of the firm, companies will collect great 
amounts of information and will employ structured and 
quantitative techniques in analyzing this information. In other 
words, the higher the decision importance, the higher the 
level of rationality in the strategic decision processes. A few 
studies have supported this argument (e.g., Judge & Miller, 
1991; Nooraie, 2008). However, Dean and Sharfman (1993a) 
found that rationality and decision importance are not re-
lated to each other. Similarly, Elbanna and Fadol (2016a) re-
port the absence of a significant relationship between 
decision importance and intuition. The inconclusiveness of 
this evidence suggests that additional research is necessary to 
more precisely understand the role of decision importance in 
the strategic decision process.

Decision uncertainty

Decision-making is characterized by uncertainty (Noorderhaven, 
1995). Decision uncertainty exists when decision-makers face 
complex and novel problems along with unclear relationships 
between their means and ends (Sharfman & Dean, 1997).

While decision uncertainty increases the use of political be-
havior (Lyles, 1981; Papadakis et al., 1998) and intuition 
(Elbanna & Fadol, 2016a) in strategic decision processes, there 

are two views about its impact on rationality. First, if the deci-
sion entails high levels of uncertainty, then managers will em-
ploy rational strategic decision processes. The logic behind this 
is that the only way to reduce uncertainty is by collecting and 
analyzing great amounts of information from the external and 
internal environment (Bourgeois & Eisenhardt, 1988). A ver-
sion of this argument, combined with the politicization re-
ported by Papadakis et al. (1998) and Lyles (1981), can be 
found in the study by Denis, Dompierre, Langley, and Rouleau 
(2011).

The second view regarding the relationship between deci-
sion uncertainty and rationality suggests that the former re-
duces the latter (e.g., Dean & Sharfman, 1993a). Uncertainty 
curtails rationality in strategic decision processes (e.g., Butler, 
2002). Two further studies show that decision uncertainty in-
creases the use of intuition (Elbanna, Child, & Dayan, 2013; 
Hensman & Sadler-Smith, 2011).

Decision motive

Several authors consider whether the strategic decision mo-
tive is made in response to an opportunity or to a threat/crisis 
(Shepherd & Rudd, 2014). Managers react differently if a deci-
sion is motivated by an opportunity or a crisis (Hurt & Abebe, 
2015; Jackson & Dutton, 1988). Decision motive influences 
several aspects of strategic decision processes, such as who will 
be involved, how, when, and the amount of resources that are 
needed (Ashmos, Duchon, & McDaniel, 1998; Dutton, Stumpf, 
& Wagner, 1990; Fiegener, 2005). Fredrickson (1985) found 
that comprehensiveness in strategic decision processes in-
creases if a decision is driven by a crisis. Although decision 
motive influences several aspects of strategic decision pro-
cesses such as who will be involved, how, when, and the 
amount of resources involved (Ashmos et al., 1998; Dutton et 
al., 1990; Fiegener, 2005), the results in the literature are not 
consistent and it is hard to generalize (Elbanna & Child, 2007a).

The environmental determinism perspective

According to this perspective, the external environment and 
its characteristics drive strategic decision processes (Elbanna & 
Gherib, 2012; Hitt & Tyler, 1991; Le Bris, Madrid-Guijarro, & 
Martin, 2019). We can divide earlier studies on the role of the 
environment in the strategic decision process into two catego-
ries. The first category contains studies which examine envi-
ronmental attributes as determinants of the strategic decision 
process dimensions (Elbanna, 2015; Meissner & Wulf, 2014). 
The second category contains studies which investigate the 
moderating role of environmental attributes on the effects of 
strategic decision processes on outcomes (e.g., Mueller, Mone, 
& Barker, 2007; Walters & Bhuian, 2004). Before discussing the 
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role of two important environmental characteristics, environ-
mental uncertainty and hostility, in making strategic decisions, 
we briefly address how external control may affect the strate-
gic decision process.

External control

External control refers to the influence of external factors, 
such as government agencies, trade unions, creditors, clients, or 
suppliers, on organizational activities, including strategic deci-
sions (Child, Elbanna, & Rodrigues, 2010). The assumption with 
this perspective is that any organization, as part of a larger 
world, is an open social system which interacts with other par-
ties (Hickson et al., 1986). When decisions are reviewed by 
outsiders, decision-makers try to persuade those who have 
control over them that their strategic decision process is ratio-
nal and their choices are therefore valid (Langley, 1989). Dean 
and Sharfman (1993a), however, found that external control 
reduces rationality. A possible explanation of this interesting 
result is that external control may not provide organizations 
with the managerial discretion necessary to adopt rationality in 
strategic decision processes and thus to adapt to or follow in-
stitutional logics (Greenwood, Magan Diaz, Li, & Cespedes 
Lorente, 2010).

Environmental uncertainty

Environmental uncertainty is the combination of two dimen-
sions: dynamism and complexity. Several scholars have high-
lighted the difficulties of making decisions in dynamic or highly 
complex situations (Le Bris et al., 2019; Fredrickson & Iaquinto, 
1989); hence, environmental uncertainty has received substan-
tial empirical attention from scholars (Elbanna, Kapoutsis, & 
Mellahi, 2017). Prior scholars, drawing on contingency theory, 
have argued that uncertainty has a moderating impact on the 
effects of strategic decision processes on firm performance. 
However, several inconsistent results have been published. For 
example, one stream of research has concluded that rational-
ity leads to better outcomes in stable environments 
(Fredrickson, 1984; Fredrickson & Mitchell, 1984; Hough & 
White, 2003). Another stream of research has argued in favor 
of exactly the reverse (e.g., Glick, Miller, & Huber, 1993; Priem, 
Rasheed, & Kotulic, 1995; Walters & Bhuian, 2004). Finally, sev-
eral studies (Dayan et al., 2012; Dean & Sharfman, 1996; 
Elbanna, Ali, & Dayan, 2011; Elbanna & Child, 2007a; Elbanna et 
al., 2013) have found that uncertainty is not a significant mod-
erator in the relationship between strategic decision processes 
and performance.

Mitchell et al. (2011) found that while in dynamic environ-
ments uncertainty is high and one would expect to find it hard 
to be consistent in one’s judgment, the subjects in their study 
were more consistent in taking strategic decisions. Elbanna, Di 

Benedetto, and Gherib (2015a) found that when one faces 
high unpredictability concerning changes in product demand, 
the negative effect of political behavior on decision success 
intensifies. In addition, different types of environmental uncer-
tainty, such as technology uncertainty and sophistication, and 
demand uncertainty can be distinguished (Atuahene-Gima & 
Li, 2004; Covin, Slevin, & Heeley, 2001).

To sum up, previous studies have argued that uncertainty 
can moderate positively, negatively, or not at all the effects of 
rationality on performance. Several possible methodological 
reasons (e.g., different ways to operationalize uncertainty and 
different settings) and substantive reasons (e.g., different con-
ceptualization and other variables incorporated in the re-
search models) may contribute to the explanation of these 
contradictory results (for more discussion on this issue, see 
Boyd, Bergh, Ireland, & Ketchen, 2013; Dayan et al., 2012; 
Elbanna, 2010). The study by Klingebiel and De Meyer (2013) 
may shed some light on the interplay of environmental uncer-
tainty and the strategic decision process. These writers pro-
pose that differences in awareness and uncertainty can 
explain the observed variation in the strategic decision pro-
cesses during implementation, that is, the adaptation becomes 
subject to selectiveness, deliberateness, and diligence. Their 
study implies that the certainty of a future event and the 
awareness of this event by the decision-maker play a major 
role in whether the strategic decision process becomes in-
creasingly rational or less so.

Environmental hostility-munificence

Environmental munificence is an important environmental 
attribute that refers to the ability of the environment to sup-
port the business of firms (Dess & Beard, 1984). There is 
increasing interest in the relationship between environmen-
tal  munificence/hostility and strategic decision processes. 
Mitchell et al. (2011) found that in hostile environments, de-
cision-makers with wide metacognitive experience are less 
consistent in their decision-making. Several studies show that 
environmental munificence/hostility acts to limit the effects 
of strategic decision processes on organizational outcomes 
(Elbanna & Child, 2007a; Elbanna et al., 2013; Goll & Rasheed, 
1997). Other studies found a significant effect of environ-
mental hostility and both analysis (Miller & Friesen, 1983) and 
conflict (Elbanna, 2009). Given that Papadakis et al. (1998) 
reported that hostility and strategic decision processes are 
not directly related, it becomes clear that the evidence on 
the role of environmental hostility/munificence is not gener-
alizable. As discussed in the environmental uncertainty sec-
tion, the conflicting results are most probably due to many 
methodological features and substantive differences (see 
Boyd et al., 2013). In conclusion, environmental characteris-
tics display mixed results.
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The organizational characteristics perspective

A variety of organizational factors influences the strategic de-
cision process, which in turn leads to organizational outcomes. 
Alternatively, some authors investigate the moderating effects 
of such factors on the linkage between strategic decision pro-
cesses and decision outcomes. This study reviews three orga-
nizational variables that have been widely considered in prior 
studies. These are organizational performance, company size, 
and type of ownership.

Organizational performance

The literature on strategic decision processes reports inconsis-
tent findings on the nature of the relationship between past firm 
performance and rationality in strategic decision processes. For 
example, Amason and Mooney (2008) concluded that poor past 
performance will increase the comprehensiveness of strategic 
decision processes. The opposite finding has been reported by 
other researchers (e.g., Papadakis et al., 1998). Elbanna et al. 
(2013) found that past performance and intuition are not related. 
Elbanna, Thanos, and Colak (2015c) and Francioni et al. (2015) 
found a positive relationship between past performance and the 
quality of decision implementation and rationality. Ashmos et al. 
(1998) reported the influence of past performance on participa-
tion in the strategic decision process. Of interest is that different 
aspects of performance may influence differently the strategic 
decision process dimensions (for more information, see Elbanna 
& Naguib, 2009; Elbanna, Thanos, & Papadakis, 2014).

Another strand of this research examines the impact of 
strategic decision processes on different organizational out-
comes such as decision effectiveness (e.g., Jansen et al., 2011; Ji 
& Dimitratos, 2013; Nooraie, 2008), speed (e.g., Amason & 
Mooney, 2008), commitment (e.g., Parayitam & Dooley, 2009), 
creativity (e.g., Dayan & Di Benedetto, 2011; Ford, Sharfman, & 
Dean, 2008), and firm performance (e.g., Baum & Wally, 2003; 
Dimitratos, Thanos, Petrou, & Papadakis, 2011b; Miller, 2008; 
Mueller et al., 2007; Simons, Pelled, & Smith, 1999).

Unfortunately, none of the studies above opted for a longi-
tudinal/panel-type approach, such that performance as out-
come could also function as an antecedent of the strategic 
decision process. Although the studies reviewed so far exam-
ine the relationship between strategic decision processes and 
performance, performance may moderate the effects of stra-
tegic decision processes on outcomes. Only one study has ex-
amined this critical issue, namely Elbanna and Child (2007a). 
Clearly, we need more of such studies. Adjacent areas that 
focus on aspiration levels and performance feedback thinking 
may provide inspiration looking at the role of previous organi-
zational performance, since these studies build explicitly on the 
behavioral theory of the firm and focus on adaptive decision 
behavior (Gavetti, Greve, Levinthal, & Ocasio, 2012).

Company size

Although its importance has long been recognized, the findings 
regarding the relationship between company size and strategic 
decision processes are mixed. A line of research argues that 
the size of an organization has a profound impact on its strate-
gic decision processes. For instance, Fiegener (2005) found 
that the company’s size encourages the board to take part in 
its strategic decision process. Elbanna et al. (2013) reported 
that large firms follow less intuitive decision processes. 
Brouthers et al. (1998) argued that managers in small firms use 
intuitive rather than rational strategic decision processes, while, 
according to Fredrickson and Iaquinto (1989) and Elbanna 
(2010), in large firms, executives rely on rational/comprehen-
sive approaches. It was also found that size negatively affects 
agreement in the top management team (Iaquinto & 
Fredrickson, 1997). On a related note, Duhaime and Baird 
(1987) argued that managers of larger firms exhibit lower lev-
els of involvement than managers of small firms. Interestingly, 
though, Dean and Sharfman (1993a) have not found any rela-
tionship between firm size and strategic decision processes.

Similar inconsistent findings have also been reported as far 
as the moderating impact of size is concerned on the effects of 
strategic decision processes on decision performance. All 
these inconsistent findings could be attributed to differences in 
the research methods and measures adopted in studies and 
call for more research on the topic.

Type of ownership (corporate control)

Some studies investigate the relationship between strategic 
decision processes and the type of ownership or corporate 
control. Papadakis et al. (1998), for example, reported a signif-
icant influence of the type of control on several aspects of the 
strategic decision process. Elbanna (2012) contended that 
more researchers should investigate the critical role of type of 
ownership in shaping strategic decision processes in both pub-
lic and private organizations. The available evidence seems to 
suggest major differences between the dimensions of decision 
processes in public and private organizations, but more empir-
ical evidence is unquestionably needed to reach robust and 
generalizable conclusions.

Other studies

Two additional topics emerged in our analysis of the strategic 
decision process literature. These are strategic performance 
measurement (systems) and strategic control. The latter, stra-
tegic control refers to the alignment of managers’ perfor-
mance with the organization’s key objectives. In this regard, 
Elbanna (2016) found that if strategic control was higher, less 
political behavior was encountered or displayed. The former, 
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strategic performance measurement (systems) refers to sets 
of metrics that track the performance of an organization in 
different areas, that is, they “present distinctive features such 
as: (1) the integration of long-term strategy and operational 
goals; (2) the provision of performance measures in the area 
of multiple perspectives; (3) the provision of a sequence of 
goals/metrics/targets/action plans for each perspective; and 
(4) the presence of explicit causal relationships between goals 
and/or between performance measures” (Bisbe & Malagueño, 
2012, p. 297). Bisbe and Malagueño showed that organiza-
tional performance benefits from the use of this system. 
Abdel-Maksoud, Elbanna, Mahama, and Pollanen (2015) and 
Pollanen, Abdel-Maksoud, Elbanna, and Mahama (2017) found 
that the use of performance information increases and bene-
fits organizational performance, but different types of metrics 
and decisions are effective in different ways. Metrics of effi-
ciency contribute through their use of information to both 
decisions on strategy implementation and evaluations of 
strategy, but metrics of effectiveness do not. These measure-
ment systems can encapsulate past performance and they can 
also cover substantially more aspects of an organization’s 
performance.

Patterns across contextual characteristics

In this section, we report on two patterns that surfaced in our 
analysis. These patterns highlight some of the longstanding 
discussions in the research on the strategic decision process 
that have not been tackled satisfactorily and are as yet 
contradictory.

The first pattern focuses on what process means and as 
such describes some of the epistemological assumptions hith-
erto adopted by strategic decision process studies. From the 
reviewed papers, it became clear that certain meanings of pro-
cess are represented more than others. Van de Ven (1992) 
described three meanings of the word process that offer guid-
ance for research designs on strategic decision processes 
(Szulanski, Porac, & Doz, 2005): “(I) a logic that explains a causal 
relationship between independent and dependent variables, 
(II) a category of concepts or variables that refers to actions of 
individuals or organizations, and (III) a sequence of events that 
describes how things change over time.”

Whittington (2016) described process meaning (I) as ex-
tracting strategy processes from organizations and treating 
them as essentially inanimate things in which the complexities 
of the process become tractable by rubbing out the sequences 
that link the event and subsequent outcome; a process story 
or logic is used in such studies to explain why an independent 
(input) variable exerts a causal influence on a dependent (out-
come) variable (Van de Ven, 1992).

Process meaning (II) focuses on strategy processes as dis-
crete processes, infuses them with life and dynamism, and 

emphasizes their dynamics (Whittington, 2016). Usually, these 
studies capture process in concepts that are operationalized as 
constructs and measured as fixed entities (variables) (Pettigrew, 
1992; Van de Ven, 1992). While these studies capture the tem-
poral aspects of strategic decision processes better than those 
under process meaning (I) by tracing the sequence of events 
across (long) periods of time (Pettigrew, 1992), their capacity 
to do so is limited by focusing on attributes of strategic deci-
sion processes which can vary along numerical scales from low 
to high. Process meaning (III) explicitly and directly observes 
processes in action and thereby can describe and account for 
the way in which some entity or issue develops and changes 
over time. It is this third view of process meaning that takes a 
historical developmental perspective and thereby focuses on 
“the sequences of incidents, activities, and actions unfolding 
over time” (Pettigrew, 1992, p. 7). The focus lies on the se-
quences of incidents, activities, and stages that unfold over the 
duration of a central subject’s existence (Van de Ven, 1992). It 
is this third meaning of process that is usually considered as 
capturing process in the fullest way, because it captures “reality 
in flight” and outcomes are attributed a meaning, which is not 
the same as the first two meanings convey (Langley, 2007; Van 
de Ven, 1992). Rather than having the status of ‘final outcomes,’ 
these first two meanings can be considered inputs to ongoing 
processes, since their evaluations and interpretations can have 
important effects on subsequent actions (Langley, 2007; 
Langley & Abdallah, 2011).

Distinguishing between process meanings allows scholars 
to better understand the conceptual basis of the reviewed 
research and when taken together these meanings help us 
to identify promising directions in the strategic decision pro-
cess research. Process studies generally address questions 
about how and why things emerge, develop, grow, or termi-
nate over time (Langley, Smallman, Tsoukas, & Van de Ven, 
2013). Hence, it was surprising to find relatively few studies 
that used an elaborate form of processual analysis (process 
meaning III) to explain the links between context, process 
and outcomes (Langley, 2007; Pettigrew, 1997; Whittington, 
2016). The number of papers across the three process 
meanings is rather skewed, with process meaning (I) repre-
sented in 26 studies (29.9%), process meaning (II) repre-
sented in 52 studies (59.8%), and process meaning (III) 
represented in 9 studies (10.3%). Although the type of re-
search demands much in the way of resources and time, it 
would provide a more close and accurate understanding of 
the temporal evolution of things or substances in strategic 
decision processes if more studies viewed strategic decision 
processes from the perspective of process meaning (III) 
(Langley & Tsoukas, 2016).

The implication of this first pattern is that the knowledge 
derived from studies on strategic decision processes may in-
form practitioners about relevant input, throughput, and 



Original Research Article52

Elbanna et al.

output aspects of the strategic decision process in a discrete 
sense (process meanings I and II). However, it is less capable 
of teaching them how to act or guiding them in improving 
their performance (Langley, 2007), and they will learn little 
from it about the links between the actions that lead to the 
formulation and support of strategic processes and decisions 
in their context and in relation to the intended and unin-
tended outcomes, that is, how things move along in the stra-
tegic decision process (Huff & Reger, 1987; Pettigrew, 1997; 
Whittington, 2016). It is ultimately the ordering of the pro-
cess and the agents involved in it (the organization and the 
strategy-makers), the issue to be decided on, and the se-
quence of actions that leads to decisions and drives them 
along (Hutzschenreuter & Kleindienst, 2006). The spatial and 
temporal ordering and arrangement of these elements 
during the strategic decision process gets us close to the way 
that strategic decisions actually happen. Such an approach 
may help to overcome the limitations traditionally associated 
with research that resembles process meanings (I) and (II), 
that is, reification when research moves too far from the ac-
tual strategic decision process; dehumanization when agency 
and what agents do in the strategic decision process are 
downplayed; and isolation of the strategic decision process as 
a discrete process from the wider strategy or organizational 
processes (Langley, Mintzberg, Pitcher, Posada, & Saint-Macary, 
1995). Still, this should not be seen as a plea to focus only on 
the particularly elaborate process meaning (III) when re-
searching the effect of context on strategic decision pro-
cesses. Rather, the deep insights derived from this process 
meaning can be productively used to complement the more 
widely available knowledge derived from studies of process 
meanings (I) and (II).

The second pattern focuses on the research design, data 
collection methods, measurement strategies, and sampling 
procedures used by studies for analyzing the process meanings 
presented above. With respect to the research design, the first 
bias refers to the adoption of cross-sectional research designs 
by most of the studies grouped in all process meanings and the 
shortage of longitudinal studies. While there is generally noth-
ing wrong with using cross-sectional data in principle, their use 
should be avoided in studies that aim to identify causality or 
change, which is the case for process meanings (I) and (II). In 
other words, the coherence between the research question 
and research design can be further improved in research on 
strategic decision processes. With respect to data collection 
methods we noticed a second bias. The overwhelming major-
ity of reviewed studies follow a deductive approach emphasiz-
ing a quantitative research design. We were able to list only a 
few qualitative papers (e.g., Calabretta, Gemser, & Wijnberg, 
2017; Eisenhardt, 1989; Langley, 1989; Mintzberg et al., 1976). 
We view this lack of balance as a little problematic because 
qualitative studies allow for an in-depth understanding of the 

way in which context shapes process over time, yielding useful 
implications for managers and policy-makers (Eisenhardt, 1989; 
Langley et al., 1995).

As a third bias, with respect to measurement strategies, 
we noticed in the quantitative studies that the strategic deci-
sion process is full of inconsistencies in terms of labeling, 
defining, and measuring key constructs. This is not new in the 
strategic decision process area and has been highlighted by 
prior literature reviews as a substantive priority for future 
studies to remedy (Elbanna, 2006; Forbes, 2007; Papadakis et 
al., 2010). The most popular example is that of rationality, 
which has been labeled as procedural rationality, analysis, and 
comprehensiveness and has been measured with the use of 
several different scales. This situation is also found in other 
dimensions of the strategic decision process such as politics 
(often labeled “politicization” or “political behavior” and mea-
sured with different scales) and intuition or intuitive synthe-
sis. The use of different labels and measures of the same 
construct may lead to different empirical findings and reduce 
the chance of conducting meta-analyses. We view the latter 
as a notable limitation of the field, given that meta-analyses 
allow cumulative knowledge to be amassed (Samba, Tabesh, 
Thanos, & Papadakis, in press). With respect to sample selec-
tion, we noticed as a fourth bias that research on strategic 
decision processes has mainly taken place in the United 
States, mostly emphasizing manufacturing firms. Several stud-
ies have argued that the results of these studies may not be 
generalizable to other national or industry settings (e.g., ser-
vice industries) and have called for more research to investi-
gate the effects of national culture on strategic decision 
processes (e.g., Cardinal, Miller, Kreutzer, & Tenbrink, 2015; 
Elbanna, 2006).

Evidently, much more research is needed before we have 
an adequate understanding of the impact of national culture 
on the strategic decision process. The best way to do this is 
through research in other countries than the USA and 
cross-cultural studies in several national settings. We were 
able to identify several recent papers relying on non-US 
data. For example, we were delighted to see that in recent 
years, researchers have used samples of British (e.g., Thomas 
& Ambrosini, 2015), Irish (e.g., Heavey, Simsek, Roche, & 
Kelly, 2009), Italian (e.g., Francioni et al., 2015), Greek (e.g., 
Thanos, Dimitratos, & Sapouna, 2017), German (e.g., 
Meissner & Wulf,  2014), Dutch (e.g., Jansen et al., 2013), 
Egyptian (e.g.,  Elbanna & Child, 2007a), United Arab 
Emirates (e.g., Elbanna & Fadol, 2016b), Turkish (e.g., Elbanna 
et al., 2015c), and Malaysian (e.g., Nooraie, 2008) firms. 
Only a few scholars have relied on cross-national samples 
(see, e.g., the study by Dimitratos, Petrou, Plakoyiannaki, & 
Johnson, 2011a). Still, most strategic decision process stud-
ies continue to focus on manufacturing at the expense of 
service firms.
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Theoretical and practical implications

Based on the preceding review of empirical research on stra-
tegic decision processes, several implications for theory and 
practice can be identified. These types of implication will be 
discussed in turn.

Theoretical implications

First, our review leads us to conclude that some patterns across 
contextual perspectives can be observed. Notably, two patterns 
have been identified which help to explain why mixed or con-
flicting findings persist. The first pattern, describing the extent to 
which different meanings are attached to process in the sense of 
“strategic decision process,” shows that there is a skewed distri-
bution between the three types distinguished by Van de Ven 
(1992), with a de-emphasis on the process meaning that ap-
proximates most closely to a pure process approach to studying 
strategic decision processes. In addition, these variations be-
tween process meanings appearing within an individual contex-
tual perspective propagate mixed findings, due to the inconsistent 
focus of studies on different process meanings, while claiming 
that they add to the same aspects and meaning of process. The 
second pattern describes the extent of bias in several aspects of 
the research set-up and methodology. This bias illustrates the 
variety of approaches and methodologies to study the same 
phenomenon or relationship, here the strategic decision process 
and its relationship with contextual perspectives. Since this ap-
pears from an individual contextual perspective, it propagates 
mixed findings due to the inconsistent focus of studies on the 
constructs and other aspects of the research set-up and meth-
odology, as is observed in several areas of strategic management 
(Boyd et al., 2013; Ketchen, Boyd, & Bergh, 2008). This in turn 
leads to more scattered than connected insights. In combination, 
these patterns give us strong indications why mixed findings 
persist in the research on strategic decision processes.

Second, when the strategic decision process research in-
cludes multiple contextual perspectives, these often play differ-
ent roles. For example, organizational characteristics, if not 
used as antecedents of the strategic decision process, are often 
used as control variables next to top management character-
istics, which are used as antecedents. Similarly, environmental 
characteristics are often used as moderating variables in the 
process–outcomes relationship. Our analysis of the literature 
thus shows that influences derived from multiple contextual 
perspectives are used jointly in this research field. However, 
given the inconsistency in addressing the role of different con-
texts, in terms of the types and number of perspectives con-
sidered, we can only contribute some ways of regulating 
research. It is impossible at this stage to provide a fully inte-
grated picture of why strategic decision process studies are 
inconsistent with each other.

Third, as discussed below, this review led us to identify four 
compelling directions for future research and three further av-
enues of interest. It highlights the inference that part of the 
research agenda on this topic, as stated in previous reviews 
and empirical articles, is still unfulfilled. Some progress has 
been made in the four compelling areas, but not so much as to 
claim that we have solved the largest part of the puzzle they 
present. The further avenues of interest indicate that it is time 
for research on strategic decision processes both to “borrow 
concepts” from adjacent strategic management fields and to 
let others “borrow concepts” more recognizably from the ex-
isting research on strategic decision processes. In this regard, 
the research on entrepreneurial decision-making, while en-
couraging in its present growth, hardly connects directly to 
research on strategic decision processes. With respect to bor-
rowing concepts from adjacent fields of strategic management, 
comparing direct measurements with archival measurements 
requires bridges with, for example, interactional approaches to 
strategy and behavioral and micro-foundations approaches, 
which focus on applying cognitive and social psychology. In 
other words, next to the field-specific agenda, our review also 
shows that researchers should interact across the boundaries 
of the field.

Practical implications

Two specific practical implications follow from this review, 
namely (1) the presence of multiple influences and (2) the 
need to consider the links between contextual perspectives 
and their different roles. Both implications are discussed below.

First, practitioners are well aware of the complexity and un-
certainty that surround strategic decisions and strategic deci-
sion processes. Hence, they are aware of the presence of 
multiple influences that need their attention. This set may not 
be the same set of influences for every strategic decision pro-
cess. Moreover, given the scarcity of integrative studies of the 
effect of context on the strategic decision process, practi-
tioners should be wary of relying on studies that present a 
narrow view of the context of strategic decision processes. 
The present review did not designate any ‘most important’ or 
‘most salient’ influence. Studies that incorporate influences on 
the strategic decision process from a single or limited set of 
contextual perspectives and only a single dimension of the 
strategic decision process can thus be considered too narrow 
to rely on, unless the empirical setting is very similar to the one 
that the practitioner has. Since this is rarely the case, however, 
we would ask practitioners to weigh such studies carefully and 
rely on more broad and integrative studies of influences on the 
strategic decision process. We would also recommend them 
to consider studies where at least three out of four possible 
contextual perspectives and at least two or more dimensions 
of the strategic decision process are taken into account as 
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influences, to reduce the chance of testing influences in too 
much isolation. Avoiding the use of narrow studies is likely to 
help prevent decision failures or errors by having the potential 
for counterbalancing effects (as we can see from the mixed 
findings of context on the strategic decision process).

Second, practitioners should take heed of ‘links between 
contextual perspectives and their different roles.’ In this review, 
we made a point of the spatial and temporal ordering of the 
elements in the unfolding of the strategic decision process. 
Contextual perspectives and the influences from various per-
spectives do not drive the entire strategic decision process for 
its full duration. Most quantitative research takes little or no 
account of where in the process (spatial aspect), or of when 
and how continuously in the process (temporal aspect) con-
textual perspectives and influences become active and im-
pinge on the strategic decision process. We recommend 
practitioners to repeatedly pose the question why certain per-
spectives and influences should be considered during the stra-
tegic decision process, and to place them on the timeline of 
the process and conceive of the links between these influences 
for any specific strategic decision process. In other words, next 
to relying on the evidence in terms of effects and their sizes, 
part of the analysis should cover the mechanisms or more 
qualitative background narratives on where, when, and how 
influences impinge on the strategic decision process.

Recommendations for future research

Based on our in-depth review of the literature, we have iden-
tified seven directions for future research as discussed below.

First, future studies should consider the examination of 
more complex relationships (e.g., two- and three-way interac-
tions, mediation, and curvilinear) than simply the main effects 
of constructs from the four perspectives on strategic decision 
processes. Our literature review indicates that most studies in 
the area test for the main or direct effects of the four different 
perspectives on strategic decision processes. However, the 
case may be that the variables within the same perspective 
interact and this interaction deserves further theoretical and 
empirical investigation. Similarly, it could be argued that the in-
teraction between the four perspectives could add to the ex-
plained percentage of variance in the dependent variable over 
and above their direct effects. In the only exception in the lit-
erature that is looking for such relationships, Brouthers, 
Brouthers, and Werner (2000) in a Dutch setting show that 
managerial characteristics such as age, education and risk pro-
pensity limit the influence of external factors (i.e., turbulence) 
and internal ones (i.e., structure, entrepreneurial style) on stra-
tegic aggressiveness. Similar interaction effects may be relevant 
in explaining other strategic decision processes, such as com-
prehensiveness, political behavior, and intuition (Elbanna et al., 
2014). Given the suggestion in the upper echelon theory 

(Finkelstein et al., 2009) and the related literature that the de-
mographic and psychological characteristics of top managers 
may limit the influence of external and internal factors on the 
strategic decision processes by restricting information search 
and retrieval activities, we argue that it is time to test for such 
effects with empirical data.

On a related note, researchers should test for the possibility 
of mediation effects among the four perspectives. For example, 
organization and decision characteristics may mediate the ef-
fects of environmental factors on strategic decision processes. 
More specifically, it could be argued that environmental uncer-
tainty and hostility damage company performance (see Baum 
& Wally, 2003 for more on this). If they do, then company per-
formance fully mediates the relationship between environ-
mental uncertainty, hostility, and strategic decision processes. 
Similarly, it could be argued that environmental uncertainty 
and hostility increase decision uncertainty; if so, then decision 
uncertainty fully mediates the relationship between uncer-
tainty, hostility, and comprehensiveness. The latter result sug-
gests that the effect of environmental factors may be filtered 
through the characteristics of the decision (the decision-spe-
cific factors), as well. Thus, there is a need to investigate the 
empirical data on such possible mediating mechanisms.

Second, there is a need to use more overarching, latent con-
structs to capture the personality of a CEO and of the top 
managers. Hitherto, all studies in the strategic decision process 
area have examined individual aspects of the CEO’s personal-
ity. These studies, although important, have not considered 
multiple personality characteristics together and, most impor-
tantly, have not investigated their possible interrelationships 
and overlaps with each other (Judge, Erez, Bono, & Thoresen, 
2003). Recent developments in the strategy and organizational 
behavior literature suggest that characteristics such as 
core-self-evaluation, hubris and the five-factor model deserve 
further theoretical and empirical attention (Hiller & Hambrick, 
2005; Nadkarni & Herrmann, 2010). To the best of our knowl-
edge, such constructs have not been studied in the context of 
strategic decision processes.

Third, apart from a few exceptions (e.g., Hickson, Miller, & 
Wilson, 2003; Nutt, 2008) previous studies adopt a cross-sec-
tional research design. The adoption of such a design limits the 
ability of researchers to establish causal connections among 
constructs. Thus, we would welcome studies investigating the 
context and processes over time (i.e., longitudinal studies). 
Also, research on strategic decision processes ought to expand 
beyond the geographic and cultural foci of the United States 
and include a wider range of organizations than manufacturing 
firms alone.

Fourth, most of the empirical papers that we reviewed 
focus on the effects of context on either the formulation or 
the implementation of a strategic decision. In other words, 
formulation and implementation are viewed as two distinct 
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and independent stages of the strategic decision process. This 
is not in line with the tenets of the strategy process literature 
which have long recognized the need to investigate both how 
decisions are formulated and implemented and how imple-
mentation then affects the formulation of subsequent deci-
sions (Elbanna, 2015; Hutzschenreuter & Kleindienst, 2006). 
We view this as a notable limitation in the available studies. 
Future scholars should investigate how formulation and im-
plementation stages are related to each other and unfold 
over time and how the context shapes this relationship. 
Answers to such research questions can be provided by 
adopting longitudinal research designs. What is more, previ-
ous studies have mainly theorized and tested a linear se-
quence from context to formulation, implementation, and 
outcomes. This sequence is rather static and ignores the dy-
namic nature of our world. For example, conventional wis-
dom would suggest that managers consider the outcomes of 
their decisions when making and implementing new ones. It 
would also suggest that the experience gained from imple-
menting past strategic decisions will influence the way in 
which new ones are made and implemented. In Figure 1, this 
can be depicted by adding an arrow from implementation to 
formulation and from outcomes to process. Such relation-
ships, however, have not been tested with empirical data and 
again require a longitudinal research design.

Fifth, most of the studies from the top management per-
spective that we reviewed focus on the demographic diversity 
of the top managers and make inferences about their cogni-
tive diversity (e.g., Elbanna et al., 2017), because the former 
can be easily measured on the basis of archival data while the 
latter requires demanding field research. In a broader sense, 
this is consistent with the general trend that has been ob-
served over the years in the upper-echelon literature accord-
ing to which researchers measure demographic characteristics 
and use them as proxies of psychological ones (Finkelstein et 
al., 2009). Recent empirical evidence suggests that such prac-
tices can lead to biased conclusions, given that demographic 
characteristics may not be a proxy of psychological character-
istics (for a thorough critique, see Lawrence, 1997). In view of 
the empirical evidence demonstrating how important psycho-
logical characteristics such as cognitive diversity are (Miller, 
Burke, & Glick, 1998; Samba, Van Knippenberg, & Miller, 2018), 
we encourage studies that directly measure psychological 
characteristics.

Sixth, we believe that future scholars can borrow constructs 
and ideas from the strategic decision process area and apply 
them in relevant fields of research, such as the internationaliza-
tion processes of SMEs, new product development, mergers 
and acquisitions, strategic alliances, and divestitures. In the re-
cent past, we have seen preliminary efforts in these areas (as 
an example, see Elbanna, Hsieh, & Child, 2015b). For instance, 
Dimitratos et al. (2011a) investigated the relationship between 

performance and three loci of internationalization decision 
processes (i.e., formalization, decentralization, and lateral com-
munication) in the international marketplace of SMEs. They 
found that the first two processes are positively related to 
performance but the last is not. Slotegraaf and Atuahene-Gima 
(2011) examined the antecedents and outcomes of marketing 
strategy comprehensiveness. Other studies have argued that 
comprehensiveness is positively related to allocating capital ef-
ficiently (Strauch, Pidun, & Zu Knyphausen-Aufseß, 2019) and 
divestiture outcomes (Thywissen, Pidun, & Zu Knyphausen-
Aufsess, 2018). In the area of strategic alliances, Walter, 
Kellermans, and Lechner (2012) argued that rationality in alli-
ance decision processes positively influences alliance perfor-
mance. More recently, Kaufmann, Meschnig, and Reimann 
(2014) have studied the effects of rationality and intuition on 
the success of supplier decisions. Such cross-disciplinary re-
search could yield interesting theoretical and practical implica-
tions and for this reason is much to be welcomed.

On a related note, some studies (Heavey et al., 2009; Thanos 
et al., 2017) link the dimensions of strategic decision processes 
with well-known constructs from the entrepreneurship litera-
ture such as (international) entrepreneurial orientation, which 
refers to the tendency of a firm to be proactive, innovative, 
and risk taking (Wales, 2016). Such research efforts are very 
useful and welcome, because they help to refine what is known 
in other streams of the literature and make notable contribu-
tions to our level of knowledge. Similarly, although managers 
use information systems when making decisions, empirical re-
search on the impact of these systems on strategic decision 
processes and their outcomes is limited. This is rather surpris-
ing that previous literature reviews have explicitly called for 
more research on this topic (e.g., Papadakis et al., 2010), and 
hence, we view it as an interesting research opportunity.

As a seventh possible direction for future research, we be-
lieve that a next step in the relevant area would be to develop 
a review synthesis that comprehensively captures and maps 
the literature on strategic decisions. The systematic review un-
dertaken here brought together many works on the contex-
tual factors, but its focus forbade the inclusion of papers on 
strategic decisions unless they included contextual factors or 
were empirical. Papers considered pivotal to the field of study-
ing strategic decisions, such as the work of Mintzberg et al. 
(1976) on the incremental decision process model and the 
work of Dean and Sharfman (1993b) on the independence of 
dimensions of the strategic decision process were, thus ex-
cluded. Such papers are also foundational to the field and crit-
ical for a full understanding of strategic decision-making. An 
integration of all the relevant empirical works (rather than the 
subset of work reviewed here) could by means of meta-analy-
sis based on a thorough consideration of the foundational and 
core literature of the field help to overcome the previously 
mentioned limitations of construct and measurement diversity. 



Original Research Article56

Elbanna et al.

The literature would then reach a more comprehensive and 
meaningful synthesis which would serve as a starting point for 
scholars interested in the field. On a related note, a more 
modest first step in such an undertaking could be a re-
view-of-reviews in the field. There have been several review 
papers that can be considered to have built on one another, 
such as the work by Huff and Reger (1987), Rajagopalan et al. 
(1993), Schwenk (1995), Rajagopalan et al. (1997), 
Hutzschenreuter and Kleindienst (2006), Elbanna (2006), 
Papadakis et al. (2010), Shepherd and Rudd (2014), and 
Bromiley and Rau (2016). These have not so far been explicitly 
explored in relation to one another. Although this list is far 
from complete, a review-of-reviews in combination with the 
foundational and core literature of the field could provide a 
careful narrative of the build-up and development of the stra-
tegic decision-making field based on its contents and main per-
spectives. This research direction shows that there is still vast 
potential to deliver a more comprehensive synthesis of the 
field, based on the integration of individual empirical papers 
against a carefully developed background. Both suggestions dis-
cussed above would add to the existing literature by function-
ing as a point for engaging in the academic conversation on 
strategic decision-making.

In conclusion, this article provided an in-depth review on 
the role of the broader context in strategic decision processes 
and, in order to get more insight into this role, identified sev-
eral future research opportunities for theorists and practi-
tioners alike.
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Abstract

Most studies concerning dominant designs focus on ‘collective’ or ‘competitive’ strategies that companies deploy to impose their choices on 
the market. The objective of this research is to assess the extent to which ‘coopetitive’ strategies may lead to a dominant design. We ana-
lyzed the development of a dominant design over an 84-year period through a historical study in the field of pinball machines. Our study 
focuses on the five main manufacturers of pinball machines and analyzes data from 1930 to 2014. We demonstrate that companies undergo 
three phases that involve the progressive development of coopetitive relationships with different impacts on the generation of innovation. 
Because manufacturers differentiated their offerings, innovated and simultaneously imitated others, increased competition resulted. 
Simultaneously, external threats and the need to collectively respond to clients and partners prompted the manufacturers to cooperate 
with one another. Thus, our research provides a better understanding of how specific horizontal coopetitive relationships among manufac-
turers of the same type of products impact the development of a dominant design at the industry level. This case study suggests that as a 
theoretical framework, coopetition introduces new insights into the comprehension of relational dynamics during the development of 
dominant designs. Our observations also confirm or invalidate conclusions drawn in previous works related to coopetition strategies. In 
particular, this case is interesting as although the appropriability regime was weak, companies still developed coopetitive relationships, con-
tradicting previous studies.
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Studies about technology dynamics and technological 
forecasting have established the concept of dominant 
design as quasi-paradigmatic (Hekkert & van den Hoed, 

2004; Murmann & Frenken, 2006). A dominant design corre-
sponds to the specification that defines the product category’s 
architecture. This specification may consist of a single design 
feature or a complement of design features (Anderson & 
Tushman, 1990; Christensen, Suárez, & Utterback, 1998; 
Srinivasan, Lilien, & Rangaswamt, 2006).

The selection of a dominant design corresponds to a key 
moment in the process of technological development 
(Murmann & Frenken, 2006; Tushman & Murmann, 1998). This 
process is characterized by a first period of disruption associ-
ated with the development of several technological options 
and a gradual convergence on a limited number of alternatives, 
which leads to the selection of a dominant design. After this 

selection, a phase of incremental innovations begins, which re-
inforces the dominant design (Abernathy & Utterback, 1978; 
Anderson & Tushman, 1990; Murmann & Freken, 2006). 
Since the pioneering work of Abernathy and Utterback (1978), 
researchers have focused on defining the concept of dominant 
design, its underlying causal mechanisms, its level of analysis, its 
effects on environmental conditions, and the evolution of in-
dustrial organizations (for a review, see Murmann & Frenken, 
2006). Several authors have demonstrated that the ‘strategic 
maneuvers’ (Cusumano, Mylonadis, & Rosenbloom, 1992) of 
companies can explain the outcomes of competitions among 
different dominant designs (Rosenbloom & Cusumano, 1987; 
Suárez & Utterback, 1995).

This literature concerning dominant designs focuses on de-
ploying either ‘competitive’ or ‘collective’ strategies. However, 
focusing only on these two relational logics to understand firm 
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actions downplays more complex forms of relationships. 
Technological arrangements among firms do not always lead 
to a decrease in competitive rivalries or a dearth of innova-
tions over the long run (Shibata, 1993). In fact, companies may 
simultaneously target a collective strategy to make the techno-
logical know-how more transferable and tradable and protect 
their technology from imitators to foster its appropriability 
regime (Hurmelinna-Laukkanen & Puumalainen, 2007; Shapiro 
& Varian, 1998; Teece, 1986). They would then simultaneously 
use patents, secrets, knowledge tacitness and control of human 
resources turnover to avoid knowledge leakage (Hurmelinna-
Laukkanen & Puumalainen, 2007) and license their technology 
or give access to their competitors to certain components to 
facilitate adoption (Ehrhardt, 2004). 

Hence, more attention should be paid to ‘coopetitive strat-
egies,’ which involve both cooperation and competition. We 
define coopetition as relationships that simultaneously involve 
collaboration and competition. In coopetition, companies si-
multaneously balance collective and individual interests 
(Gnyawali & Park, 2011). Thus, they collaborate to create com-
mon value and compete to reap benefits by appropriating a 
bigger share of the created value (Brandenburger & Nalebuff, 
1995). 

To our knowledge, very few researchers have deeply ana-
lyzed this type of relationship during the formation of a domi-
nant design. Although there is a significant amount of research 
to explain why a dominant design emerges in an industry, the 
literature is less clear regarding how dominant designs emerge 
and how firms behave to impose their product as a dominant 
design (Funk, 2003).

Thus, our research question is as follows: how do specific 
horizontal coopetitive relationships among manufacturers of 
the same type of products impact the development of domi-
nant designs at the industry level? To achieve this objective, we 
undertake a historical study of the development of a dominant 
design within the pinball machine industry. Our study focuses 
on the five main manufacturers of pinball machines – all lo-
cated in Chicago – and analyzes data for a long time period: 
from 1930 to 2014.

The first part of this article presents the study’s theoretical 
framework and research objectives, and the second part de-
scribes its methods. The historical analysis is based on four 
types of data: books on pinball history, articles from the eco-
nomics and specialty literatures, patents in full-text from the 
USPTO database, and discourses from 32 industry representa-
tives that were collected from different sources. The results are 
described in the third part of the article and discussed in the 
fourth part.

This research shows how coopetitive relationships lead to a 
dominant design and how those relationships form and evolve. 
In the pinball machine industry, the dominant design was not 
imposed by a single organization ‘riding alone,’ nor did the 

dominant design result from a prior agreement among indus-
try participants favoring a collective strategy. It came from both 
strategic maneuvers deployed by manufacturers and triggers 
from third parties and the external context. As manufacturers 
differentiated their offerings, innovated and simultaneously im-
itated others, increased competition resulted. Simultaneously, 
external threats and the need to collectively respond to clients 
and partners prompted the manufacturers to cooperate with 
one another.

Furthermore, our case study highlights specific characteris-
tics and gives evidence contradictory to the established litera-
ture. Hence, the ability of manufacturers to regularly and 
quickly integrate new technologies to strengthen the dominant 
design demonstrates a strong absorptive capacity. Moreover, 
this study highlighted that the pinball machine industry was 
characterized by a weak appropriability regime. In particular, 
mechanisms of institutional protection (more particularly pat-
ents) provided a fragile protection, as indicated by short imita-
tion delays. These results highlight conditions in which 
coopetition can emerge in spite of a weak appropriability re-
gime, which brings new insights to the work of Ritala and 
Hurmelinna-Laukkanen (2013).

Theoretical background

The development of a dominant design in the 
technology life cycle

The integration of new technologies in products, processes, 
or services is often characterized by conflicts among both 
competitors and coalitions or associations (Tushman & 
Murmann, 1998; Von Burg & Kenney, 2003). However, existing 
firms gradually converge around common choices (Geroski, 
1995), and a dominant design is eventually enforced 
(Abernathy & Utterback, 1978). Developing a dominant de-
sign and establishing new designs involve a process compris-
ing four phases (Anderson & Tushman, 1990; Funk, 2003; 
Murmann & Frenken, 2006): emergence, fermentation, selec-
tion, and incremental change.

The first phase corresponds to the emergence of a techno-
logical disruption, which can renew the core competencies and 
assets of an industry. This disruption affects either the product 
or the processes associated with the product (design, manu-
facturing, distribution…) (Anderson & Tushman, 1990). 
Regarding the product, disruption results in the emergence of 
a new category of product, the substitution of one product by 
an alternative product, or a significant improvement in the per-
formance of existing products (Tushman & Anderson, 1986). 

The second phase of the process is the ‘era of ferment.’ 
During this phase, competition occurs not only between the 
new technology and older products and/or services but also 
among different technological options. New actors, including 
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both existing companies and new entrants, are motivated by 
the opportunities offered by new technologies and try to ex-
ploit them. As companies search for the ‘best solutions’ to 
launch in a market, they often propose several technological 
innovations without improving industrial processes. Thus, sev-
eral versions of the product are released to the market 
(Klepper, 1996), each based on alternative technological op-
tions and/or specific configurations.

The third phase corresponds to the selection of a dominant 
design. This phase starts with the development of a version 
that is more attractive for a significant number of users, com-
pared to earlier products. This new design does not usually 
include radical innovations but rather is a creative synthesis of 
innovations that were introduced independently (Murmann & 
Frenken, 2006). Then, several actors converge gradually on one 
option to favor the adoption of their products (Schubert, 
Sydow, & Windeler, 2013; Sydow, Windeler, Schubert, & 
Möllering, 2012) and contribute to the achievement of a dom-
inant design. Eventually, the dominant design is considered as 
the design “that wins the allegiance of the marketplace, the 
one that competitors and innovators must adhere to if they 
hope to command significant market following” (Utterback, 
1994, p. 24). Dominant designs could encompass the whole 
product and/or individual components of the product 
(Murmann & Frenken, 2006). The dominant design could rely 
on a single technology or on a combination of technologies 
(Christensen et al., 1998).

As the establishment of a dominant design reduces the 
number of alternatives, it enhances the economy of scale, re-
duces uncertainty in the market, and enforces standardization 
(Abernathy & Utterback, 1978). The existing literature is not 
very clear regarding the differences between standards and 
dominant designs. Some prior research has used the terms 
interchangeably, and terms such as ‘standards wars’ have been 
used to denote the battle between designs (Shapiro & Varian, 
1998; Srinivasan et al., 2006). The term ‘standard’ must be used 
to denote the technical specifications for reference, compati-
bility, and connectivity that are required for the proper func-
tioning of products that must be connected with others (such 
as DVDs, smartphones, and PCs). Standards in a product cate-
gory serve to enhance functional acceptance, which does not 
relate to market acceptance. Conversely, market acceptance is 
an integral aspect of dominant design (Srinivasan et al., 2006). 
In this paper, in accordance with the work of Funk (2003), we 
define a ‘standard’ as an interface standard and a ‘dominant 
design’ as a product (or subproduct) architecture. For example, 
smartphones have different standards (the ‘air-interface’ stan-
dard, ‘operating system’ standard, ‘software-hardware’ inter-
face…), but a dominant design has emerged since the launch 
of the iPhone. 

The fourth phase is the ‘era of incremental change.’ This 
phase is characterized by gradual improvements in currently 

exploited technologies, which reinforce the dominant design 
(Tushman & Anderson, 1986). Companies then favor exploita-
tion, which involves the efficient use of existing knowledge 
(March, 1991). Thus, the assets and competencies of existing 
companies are closely built into the chosen design, which 
makes organizations more vulnerable to major technological 
disruption. Unsurprisingly, a technological disruption results in 
a new cycle that challenges the dominant design.

Throughout the technological cycle, innovations are 
launched, and different types of innovations predominate 
during the three phases of the dominant design formation. 
Furthermore, those innovations can relate to a core concept 
or a particular component, as a product, like any other com-
plex system, does not correspond only to an assembly of in-
teracting elementary components but rather consists of a 
nested hierarchy of different subsystems (Simon, 1962; 
Murmann & Frenken, 2006). Thus, according to Henderson 
and Clark (1990), four types of innovation can be distin-
guished during the technological cycle (Table 1).

A radical innovation establishes a new product category 
using new components and introduces a paradigm shift. It is 
often associated with the introduction of a new technology. 
This type of innovation mainly appears in the first phase of the 
technological cycle. Architectural innovations concern changes 
in the association among the concepts and product 
components.

It is mostly associated with the ‘fermentation’ phase of the 
technological cycle as actors are searching for the best design 
to satisfy the market. Those changes in architecture lead to 
numerous product innovations, as shown by Abernathy and 
Utterback (1978). The establishment of a dominant design 
emerges as the majority of actors accept the product architec-
ture. After the selection of the dominant design, actors favor 
incremental innovations or modular innovations that renew 
the concept (notably by adding a component or a feature) 
without disrupting all components.

Strategic maneuvers: A causal mechanism in the 
development of dominant designs

Scholars of dominant designs have appealed to a variety of 
underlying causal mechanisms to explain why a particular 

Table 1.  Henderson and Clark’s (1990) innovation framework

Linkages between core 
concepts and 
components

Core concepts

Reinforced Overturned

Unchanged Incremental innovation Modular innovation

Changed Architectural innovation Radical innovation

Source: Henderson and Clark (1990, p. 12).
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design emerges as the dominant design (Murmann & Frenken, 
2006). They can be classified into four categories:

1.	 A design becomes dominant because it represents the 
best technological compromise between the different 
functional characteristics of the technology (Christensen 
et al., 1998; Suárez & Utterback, 1995).

2.	 The selection of a dominant design is caused by the exis-
tence of network effects and economies of scale that 
create dynamic, increasing returns (Arthur, 1989; Cecere, 
Corrocher, & Battaglia, 2015; Katz & Shapiro, 1985).

3.	 A dominant design emerges through a combination of 
sociological, political and organizational dynamics 
(Tushman & Rosenkopf, 1992). In particular, actor net-
work theory (Akrich et al (2002a, b); Bijker, Hughes, & 
Pinch, 1989) focuses on the influence of conflicting in-
terests and trade-offs between different actors on inno-
vation characteristics.

4.	 The strategic maneuvers followed by firms to address 
their competitors influence the development of a dom-
inant design (Cusumano et al., 1992; Rosenbloom & 
Cusumano, 1987; Suárez & Utterback, 1995).

The selection of a dominant design implies that actors lead 
toward similar options. Imitation and collaboration, for exam-
ple, are cornerstones in the process of dominant design devel-
opment. However, the stabilization of a dominant design 
depends on relationships that firms have (or do not have) with 
their competitors. Those relationships can involve three differ-
ent logics: confrontation, cooperation, and avoidance (Kœnig, 
2004). These three logics can be used to define three ‘strategic 
maneuvers’ (Cusumano et al., 1992) that can lead to a domi-
nant design (Figure 1).

A ‘competitive strategy’ (Figure 1) means that the innovative 
firm attempts to impose its own design and favors 

competition with alternative technologies and products. As the 
innovative firm attempts to obtain substantial returns, that firm 
(which ‘rides alone’) may enhance its technology leadership to 
obtain (at least for some time) a technology monopoly and to 
discourage the launch of competitive products. The firm that 
originated the winning design flourishes, whereas other firms 
that invested in alternative designs incur economic losses 
(Murmann & Frenken, 2006). Fernández and Valle (2019) 
noted that this strategy occurs during the emergence of de 
facto dominant designs, which are derived from market selec-
tion. In those instances, the pioneering firm (which may have 
launched a disruptive technology) needs to invest considerable 
resources to conquer a large customer base, such as Intel with 
its microprocessor. Then, the firm can usually convince custom-
ers and suppliers that it is winning the game through advertis-
ing and statements. The success of this type of strategy depends 
on the appropriability regime (Teece, 1986). The appropriabil-
ity regime of a firm is defined as the extent to which innova-
tions can be protected from imitators. “It consists of 
appropriability mechanisms – the means of protecting both 
the innovation itself and the increased rents due to research 
and development” (Hurmelinna-Laukkanen & Puumalainen, 
2007, p. 96). If appropriability is low, competitors will be able to 
easily imitate the design defined by the pioneering firm. 
However, a high appropriability regime can lead to the devel-
opment of independent market segments (local monopolies) 
and hamper the formation of a unique dominant design 
(Cecere et al., 2015).

As a ‘collective strategy’ is fostered (Astley & Fombrun, 
1983), cooperation is favored to avoid confrontation between 
different designs. In certain industries, actors know that they 
should converge on one technological option to favor the 
adoption of a new technology (Schubert et al., 2013; Sydow 
et al., 2012). Consequently, companies shape a network of re-
lationships with other firms to foster the development of a 
dominant design (Ehrhardt, 2004; Garud, Jain, & Kumaraswamy, 
2002). This goal of collectively defining technologies and dom-
inant design requires formal agreements between firms and 
leads to coalitions, research and development (R&D) collabo-
rations, licensing, and the development of broad networks of 
companies (Cusumano et al., 1992; Dussauge & Garrette, 
1999; Liebowitz & Margolis, 1995; Murmann & Frenken, 2006; 
Soh, 2010). Actors can also set up an intermediation structure 
to define standards, coordinate and control the actions of 
members, and develop agreements with other actors (e.g., the 
‘DVD Forum’ created by 10 of the biggest players in the con-
sumer electronics industry to develop a new design in the 
video market as a replacement for the Video Home System) 
(King et al., 1994). Existing studies about dominant design 
demonstrated that its success depends on the abilities of inno-
vative firms to garner a community to support the new tech-
nology (Ehrhardt, 2004; Garud & Karnøe, 2003; Soh, 2010; Von 

Coope��ve
strategy

Coopera�on

Confronta�on Avoidance

Collec�ve
Strategy

'Cooperate to
prevent compe��on
for dominant design'

'Facing compe�tors to
prevent them impose
a dominant design'

'Cooperate and
struggle to impose a

dominant design'

Compe��ve
strategy

Figure 1.  Imposing a dominant design: Three types of strategic 
maneuvers
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Burg & Kenney, 2003). Companies derive ‘relationship benefits’ 
(Dyer & Singh, 1998) through the adoption of a collective 
strategy, such as pooling of critical resources, identification of 
opportunities, generation of awareness about the technology, 
reduction of the perceived uncertainty, and diminution of com-
peting alternatives (Ehrhardt, 2004).

As a ‘coopetitive strategy’ is followed (Figure 1), firms coop-
erate and compete simultaneously to impose a dominant de-
sign. The main challenge is then to find the right amount of 
cooperation to enhance value creation as well as the appropri-
ability regime to obtain a return on the innovation investment 
(Hurmelinna-Laukkanen & Puumalainen, 2007; Ritala & 
Tidström, 2014). A firm engaged in coopetition tries to learn 
from its competitor but needs to prevent imitation to retain its 
cutting-edge advantage. Thus, the firm’s ability to acquire knowl-
edge from external sources (absorptive capacity) (Cohen & 
Levinthal, 1990) and to protect its innovations from imitation 
(appropriability regime) are key elements in fostering the posi-
tive outcomes of collaborating with competitors (Ritala & 
Hurmelinna-Laukhanen, 2013). The deployment of coopetitive 
relationships has also been demonstrated to be a possible 
strategy for standardization (Mione, 2009) and the emergence 
of a dominant design (Yami & Nemeh, 2014). Certain relation-
ships have been highlighted to achieve that goal: companies 
should avoid collaboration with close rivals (Ehrhardt, 2004) or 
with only horizontal competitors (Lee, 2007). However, to our 
knowledge, very few researchers have deeply analyzed the ef-
fects of these coopetitive relationships on the formation of a 
dominant design. Actually, most works focus on either compet-
itive strategies to gain an advantage on the market, suggesting 
that the company aims to exploit the design exclusively, or co-
operative strategies to compete on the market and gain com-
petitor support by opening the design (Fernández & Valle, 
2019), but the impact of coopetitive relationships is unknown.

Coopetitive relationships and innovative 
outcomes

Although coopetition has become a prominent research 
stream in the management literature, the concept of coopeti-
tion is still defined in different ways (Peng, Yen, & Bourne, 2018), 
and the field of research is still fragmented (Bengtsson, Kock, & 
Lundgren-Henriksson, 2019). In many recent studies, coopeti-
tion is often widely defined as cooperation with competitors 
(Jakobsen & Steinmo, 2016; Ritala & Tidström, 2014; Yami & 
Nemeh, 2014). However, we prefer to adopt a narrower defi-
nition, which allows a better understanding of the concept and 
its implication (Fernandez, Le Roy, & Gnyawali, 2014). 
Consequently, we follow Gnyawali and Park’s (2011) perspec-
tive and consider that two conditions are necessary for a situ-
ation to be characterized as coopetitive:

1.	 Competition and cooperation occur at the same time 
(simultaneity criteria)

2.	 Companies maintain horizontal competitive relation-
ships (rivalry criteria)

According to Figure 1, simultaneous confrontation and col-
laboration clearly sets coopetition apart from other types of 
interorganizational relationships (Ritala & Tidström, 2014). 
Many empirical studies have been performed to demonstrate 
the relevance of coopetition in business life and research 
(Bengtsson et al., 2019; Bouncken, Gast, Kraus, & Bogers, 
2015; Gnyawali & Song, 2016). Numerous researchers have 
attempted to analyze the drivers, antecedents, and determi-
nants explaining why firms adopt coopetition strategies. 
According to Bengtsson and Raza-Ullah (2016) and Mariani 
(2019), it is possible to distinguish the following three partially 
overlapping categories of coopetition drivers: relation-spe-
cific, external and internal drivers. Some relation-specific driv-
ers have been identified. Czakon and Czernek-Marszalek 
(2019) explained how different trust-building mechanisms 
encourage competitors to enter coopetitive relationships. 
Klymas (2019) identified organizational cultural features and 
cultural models that could drive coopetitive relationships in 
different industries.

The external drivers include environmental conditions, such 
as technological demand, industrial characteristics, and influen-
tial stakeholders (Mariani, 2019). Ties with third party and ver-
tical partners of coopetitors play a substantial role both in the 
formation of coopetitive relationships and in their evolution 
(Bengtsson & Kock, 2000; Chiambaretto & Rigaud, 2013; 
Fernandez et al., 2014). Hence, customers may require com-
petitors to develop collaborative relationships to launch bun-
dle offerings (Chiambaretto & Dumez, 2012; Choi, Garcia, & 
Friedrich, 2009). Other external drivers, including the influence 
of regulatory bodies and policy makers (Bengtsson & Raza-
Ullah, 2016; Castaldo, Möellering, Grosso, & Zerbini, 2010; 
Depeyre & Dumez, 2010; Dorn, Schweiger, & Albers, 2016; 
Mariani, 2019), have been highlighted. Those third parties also 
influence the development of coopetitive relationships and the 
rate of innovation launched on the market. They are described 
both as coordinating the coopetitive relationships (Bengtsson 
& Kock, 2000) and creating tensions among coopetitors to 
benefit from the conflict (Fernandez et al., 2014). 

The internal drivers include firms’ goals, resources, and ca-
pabilities. A major internal driver of coopetition strategies is 
innovation (Bengtsson & Kock, 2014; Fernandez, Le Roy, & 
Chiambaretto, 2018; Gnyawali & Park, 2009, 2011; Ritala & 
Hurmelinna-Laukkanen, 2009). High market uncertainty, low 
competition intensity, and high network externalities increase 
the positive effect of coopetition on innovation (Ritala, 2012) 
as well as the appropriability regime and absorptive capacity 
(Ritala & Hurmelinna-Laukkanen, 2012).
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Scholars have mainly focused on innovation as an outcome 
of a coopetition strategy. They have found mixed results, which 
indicate that there is a gap in our knowledge and a lack of 
consensus (Jakobsen & Steinmo, 2016; Ritala, Kraus, & Bouncken, 
2016). Furthermore, most papers on these topics study the 
effect of different relational strategies on the firm’s outcome 
(such as the firm performance) (Hamouti, Robert, & Le Roy, 
2014; Ritala & Hurmelinna-Laukkanen, 2009; Tomlinson, 2010) 
and do not analyze the effect of individual coopetitive strate-
gies on an industry. Thus, coopetition and its impact on indus-
try changes have been underresearched, particularly over long 
time spans (Czakon & Dana, 2013).

Our objective was to study the evolution of coopetitive re-
lationships over a long period of time, which allows us to gain a 
better understanding of the outcomes of those relationships in 
terms of innovation generation and industry evolution through 
the development of a dominant design. We consider horizontal 
coopetitive relationships among designers of the product as 
part of a broader network of relationships (which are not char-
acterized as coopetitive). Thus, as proposed by Ritala and 
Tidström (2014), we address the problem concerning the im-
pact of coopetitive strategies not only at the dyadic level but 
also at a broader level of analysis including all actors involved in 
the development of the dominant design. Furthermore, existing 
works concerning coopetition have overlooked the variations 
in the intensities of coopetitive relationships and the balance 
between coopetition and competition (Gnyawali & Ryan 
Charleton, 2018). Gnyawali and Ryan Charleton (2018) de-
fined such a balance as the evenness between cooperation and 
competition, and emphasized the stability and positive conse-
quences of such a balance. However, these authors mentioned 
that it is difficult to achieve an ideal balance and that the con-
tent of the relationships oscillate around this model. Thus, in our 
article, we adopt such a perspective.

To answer our research question regarding the impact of 
specific horizontal coopetitive strategies on the development 
of a dominant design at the industry level, we perform a histor-
ical study of the development of a dominant design in the field 
of pinball machines.

Methods

Research design and case selection

Research design

This research is based on a longitudinal case study. Due to 
limited research on coopetitive relationships in dominant de-
sign formation, a qualitative approach was adapted for this 
study (Stake, 1994). A historical case study design was used to 
examine how coopetition leads to a dominant design for two 
main reasons. First, the use of historical case studies is recom-
mended to address ‘how’ questions (Yin, 2009). Second, a 

historical analysis is particularly suitable for research regarding 
technological developments; as these developments are char-
acterized by evolution and disruptions, it is essential to refer to 
their changes over a long period of time.

Case selection

As part of a research program about the skill games sector,1 we 
performed a historical analysis of the development and decline of 
pinball from 1930 to 2014 (Tellier, 2015, 2017). The said project 
started with an opportunity to collect abundant data on the his-
tory of pinball industry. The first analyses demonstrated that the 
leading manufacturers of those machines managed to impose a 
dominant design and maintain a favorable competitive position 
until the 1990s. We realized that the dominant design was en-
forced without a formal agreement among manufacturers and 
implementation of intermediation structures. Over the period 
that was studied, we identified competitive as well as collaborative 
relationships concomitant to the development of the dominant 
design. Consequently, by studying the development of the leaders 
of the pinball industry in the United States, we identified an unex-
pected observation that led us to change our initial research pro-
gram by studying how coopetitive relationships may lead to a 
dominant design. Thus, this single-case study can be considered a 
‘revelatory case’ (Yin, 2009). This situation exists when a researcher 
has an opportunity to observe and analyze a phenomenon.

Case study presentation

A pinball machine is an arcade game in which a player scores 
points by manipulating one or more steel balls on a playfield 
inside a glass-covered cabinet. This particular arcade game be-
came popular in the United States toward the end of the 
1920s in the context of Prohibition and the economic crisis, 
particularly as ‘Penny Arcades’ were established (Huhtamo, 
2005). Our analysis focused on the five primary pinball manu-
facturers: three worldwide leaders (Bally, Gottlieb, and 
Williams) and two outsiders (Chicago Coin and Genco, which 
merged at the end of the 1950s).

Some European and Japanese manufacturers tried to enter 
this market. These actors remained marginal. For example, in 
Japan, a total of 25 models of pinballs were introduced by Sega 
from 1971 to 1979 but were mainly for the local market.  
Until the mid-1990s and in spite of the emergence of video 
games at the beginning of the 1980s, pinball manufacturers 
continued to experience high turnover. However, that time pe-
riod ultimately led to the decline of the pinball machine indus-
try (Tellier, 2017). In 1977, Chicago Coin was sold and had 

1. The skill game sector includes firms specializing in the production, distri-
bution, and operation of gaming devices that offer no winnings to players. 
It is basically foosball, pinball, billiards, arcade games and darts.
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ceased operations by 1985. Bally was purchased by Williams in 
1988, and Gottlieb closed in 1996. Williams attempted to de-
velop new models that combined pinball and video games but 
was forced out of business in 1999. Since 2000, there has been 
only one manufacturer of pinball machines worldwide, Stern, 
which releases only three or four new models every year.

Role repartition in the pinball industry was as follows 
(Figure  2). Manufacturers designed and produced a new 
model, then purchased components from different suppliers 
and obtained licenses from Hollywood studios or entertain-
ers to differentiate their products. In addition, manufacturers 
relied on independent designers. Pinball machines were then 
distributed to operators who purchased them. Thus, these 
operators were the direct customers of the manufacturers, 
and they marketed to arcade rooms that rented the ma-
chines. Profits earned on each machine were shared between 
the owner of the arcade room and the operator (approxi-
mately 50% each). The operator maintained and repaired the 
machines, which typically entailed maintaining a supply of 
spare parts for these repairs.

Data collection and data analysis

Data collection

In this research, we use secondary data (Silverman, 2000), 
that is, data that have already been gathered by someone 
else. More precisely, we use materials diverted from the pur-
poses for which they were originally collected and processed 
to become part of a new research project. Consequently, this 
research can be characterized as an ‘assorted analysis’ 

(Chabaud & Germain, 2006; Heaton, 2004). With this kind of 
research, it is important to carefully consider the quality of 
the collected data (Stewart, 1984).

Our historical analysis is based on four types of data. First, 
we used books and encyclopedias about the history of pinball 
machines (Colmer, 1976; Rossignoli, 2011; Ruben, 2018; 
Shalhoub, 2002, 2004, 2005) that provided detailed data re-
garding different versions, quantities manufactured, technolo-
gies, and innovations used in the industry. Then, articles were 
collected from the economics and various specialized presses. 
We also conducted a study on the United States Patent and 
Trademark Office (USPTO) patent full-text database. This da-
tabase lists the complete texts of patents since 1976. For the 
three leading pinball manufacturers of this period (Bally, 
Gottlieb, and Williams), we collected 123 patents. Finally, we 
registered and analyzed interviews by individuals who had 
worked in the pinball machine industry (manufacturers, design 
agencies, arcade staff, etc.) and/or who had studied its devel-
opment. These interviews had been filmed for video pro-
grams regarding the industry and its history and constitute a 
total of 9 h of recording (Batson & Bellgraph, 2008; Helms, 
Cook, & Fisher, 1997; Maletic, 2010; Sullivan, Jacobsen, & 
Rickard, 2010). In addition, written interviews were collected 
and analyzed. The community website, ‘The Pinball Blog,’ pro-
vides free access to interviews with pinball professionals. 
Included in our analysis were interviews published in extenso 
(approximately 550 pages) in the first five volumes of the 
Pinball Magazine and a special edition (Joosten, 2012–2018). 
Finally, we obtained access to interviews with 32 actors in the 
pinball industry (Table 2). These interviews were recorded be-
tween 1997 and 2018.

Design
agencies

Operators

Distributors

Loca�on owners: bars, arcades…

Players

Suppliers of
mechanical, electrical and

electronic components

Pinball
Manufacturers

Studios, Record
companies…

Bally, Go�lieb,
Williams, Chicago

Coin, Genco

Figure 2.  Key actors in the pinball industry
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Table 2.  Sources of interviews

ID number Title Sources

The  
Pinball  
Blog

Pinball  
Magazine, n°1–5 & 

Special Issue, 
2012–2018

Pinball  
Passion, 

Documentary, 2008

The History 
of Pinball, 

Documentary 
1997

Special  
When Lit, 

Documentary, 2010

Tilt, The Battle to 
Save Pinball, 

Documentary 2010

1 GD, MK, HL X X X X X

2 GD X X X X

3 GD X X

4 GD X X X

5 GD X

6 I X

7 E X

8 GD X

9 GD X X

10 I X

11 GM X

12 GAM, O X X

13 GD X X

14 GAM X

15 SD X X

16 GD X X X

17 E X

18 GM X X

19 H X

20 GAM, O X

21 HL X X

22 GD, GM X

23 GD X X

24 SD X

25 SD X

26 PPS X

27 GD X

28 GD X

29 I X

30 E X

31 SD, GD X

32 GD, SD, HD X

GD: Game Designer, MK: Marketer, HL: Head of Licensing, E: Engineer, I: Illustrator, H: Historian, HD: Hardware Designer, SD: Software Designer, O: 
Operator, GAM: Game Arcade Manager, GM: General Manager, and PPS: Pinball Parts Seller.

Data analysis

We performed an empirical analysis in three stages, which are 
presented below.

Stage 1: Historical analysis. First, we conducted a historical 
analysis of the development and decline of the pinball industry. 
This allows us to highlight the technologies that were used, the 
various products that were launched, and to identify the main 
actors and their relationships. Books were the primary sources 

of information used to construct a detailed chronology. That 
chronology was progressively developed using other sources 
that were collected. We add complementary data until we 
achieve saturation (Glaser & Strauss, 1967). 

Stage 2: Characterization of the development of the domi-
nant design. To characterize the development of the domi-
nant design, we identify the main product innovations and 
successive models of pinball machines from 1930 to 2014. 
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We used data triangulation by including data from four main 
sources:

1.	 The listing, proposed by Rossignoli (2011), includes 
3,000 models produced between 1933 and 1998. 
That listing details the characteristics of the different 
models.

2.	 The three books by Shalhoub (2002, 2004, 2005) pres-
ent all models produced year after year between 1932 
and 2005 and provide information on the main innova-
tions. Pictures of pinball machines and, more particularly, 
the screening of playfields allow us to identify the adop-
tion of specific features. 

3.	 The Internet Pinball Database ( IPDB) provides a list of 
5,990 pinball machines, poll tables, and gambling games 
produced between 1926 and 2014, as well as the tech-
nical features of several models. 

4.	 The Internet Pinball Serial Number Database (IPSND) 
collects the serial numbers of pinball machines and pub-
lishes a database of pinball machines produced between 
1931 and 2016.

The combination of these data allowed us to detect the ar-
rival of the main product innovations and track the 

development of the dominant design (Figure 3). We discov-
ered events on the emergence of innovations or the dropout 
of specific characteristics. A total of 59 main product innova-
tions were identified (Table 5). Because dominant designs 
could encompass the whole product and/or an individual 
module of the product (Murmann & Frenken, 2006), these 
innovations were classified into three categories: architectural, 
modular, incremental (Henderson & Clark, 1990; Smith & 
Tushman, 2005). In accordance with Henderson and Clark’s 
(1990) work, we do not label changes to pinball design as 
radical innovations. A radical innovation establishes a new 
product category using new components and introduces a 
paradigm shift. Consequently, we only consider the launch of 
the first pinball machine and later the introduction of video 
games to replace pinball machines to be radical innovations. A 
radical innovation is often associated with the introduction of 
a new technology. However, in the pinball industry, new tech-
nologies, which were integrated after 1970 by manufacturers, 
reinforced the dominant design.

We also assessed the time lag between the emergence of a 
product innovation and its integration in the dominant design. 
Anderson and Tushman (1990) defined a dominant design “as 
a single configuration or a narrow range of configurations that 
accounted for over 50 percent of new products sales or new 
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process installations and maintained a 50-percent market 
share for at least four years.” Because sales figures of the differ-
ent models are not available, we considered that a specific 
feature incorporates (or not) the dominant design if we could 
track it (or not) on 50% of the models designed or when the 
three main manufacturers integrated the feature (Bally, 
Gottlieb, and Williams). In Figure 3, we represent those fea-
tures that have become part of the dominant design and those 
that have not become widespread. We also highlight changes 
in the dominant design by indicating the features that were 
replaced by others as well as the length of time before a new 
characteristic became integrated into the dominant design.

Stage 3: Thematic analysis of interviews. As we collected data 
from numerous interviews, we needed to simplify the data. 
First, we selected relevant paragraphs addressing our research 
topic (Huberman & Miles, 2002). This step was crucial, as the 
interviews had not been performed by the authors of this 
paper and addressed various subjects.

Then, these excerpts from interviews were coded. Our ap-
proach was inspired by the work of Fernandez et al. (2014), 
who combined literature-based conceptual arguments and 
insights from in-depth study of one exemplar case of coope-
tition. The coding was based on the literature review. The first 
objective was to identify coopetitive relationships between 
pinball manufacturers. The second objective was to identify 
the dimensions of coopetition strategies related to the 

development of a dominant design. Consequently, we ob-
tained the first list of codes from a literature review related to 
coopetition. Particularly, we differentiate between coopera-
tive and competitive behaviors and determine whether these 
behaviors occur during the same period and are related to 
relationships among manufacturers. The definitions of these 
two codes are provided in Table 3. Then, we define a list of 
codes representing the typical characteristics shaping the de-
velopment of dominant designs. First, we track the number 
and type of innovations launched on the market. Actually, 
these numbers and forms of innovation allow us to precisely 
determine whether a dominant design has emerged and the 
period related to the tipping point, as the number of disrup-
tive innovations decreases after the selection of the dominant 
design, and incremental innovations are subsequently en-
hanced. Similarly, the development of standardization charac-
terizes the phase after the selection of the dominant design. 
Then, we examine practices related to imitation and the pro-
tection of new innovation and the emergence of disruptive 
technologies (as defined in Table 3), as these events should 
foster the development of a new dominant design. Hence, in 
their synthesis, Fernández and Valle (2019) emphasized the 
importance of a high level of appropriability and, thus, protec-
tion for the firms to reap the benefits of the dominant design. 
Each category was divided into several subcategories (see 
Table 4 for an example). 

Table 3.  Categories from the literature review

Objectives Category Justification/specifications

Characterization of 
coopetitive relationships

Cooperation Those two categories refer to the definition of coopetition (Ritala & Tidström, 2014). In the interview, 
we identify extracts describing cooperative and competitive behaviors among manufacturers (rivalry 
criteria) and we check whether cooperative and competitive maneuvers took place at the same time by 
examining the reference period (simultaneity criteria) (Gnyawali & Park, 2011).

Competition

Determination of 
whether a dominant 
design emerged

Innovation Throughout the technological development cycle, firms innovate. Before the selection of a dominant 
design, numerous product innovations are launched on the market (Abernathy & Utterback, 1978). After 
the dominant design selection, actors favor incremental innovations (Tushman & Anderson, 1986)

Standard The establishment of a dominant design enforces standardization (Abernathy & Utterback, 1978). The 
deployment of coopetitive relationships has been proven to be a possible strategy for standardization 
(Mione, 2009). The term ‘standard’ must be used to denote the technical specifications of the reference, 
compatibility, and connectivity required for the proper functioning of products (Srinivasan et al., 2006).

Description of the 
factors shaping the 
development of the 
dominant design

Imitation The development of a dominant design supposes that actors converge on common choices. Imitation 
practices are key in the development process of dominant designs, particularly actors who favor 
competitive strategies (Cecere et al., 2015; Murmann & Frenken, 2006).

Protection During the technology life cycle, firms may attempt to protect their technology from imitators to foster 
their appropriability regime (Hurmelinna-Laukkanen & Puumalainen, 2007; Shapiro & Varian, 1998; Shibata, 
1993; Teece, 1986). Firms will use patents, secrets, and knowledge, and control human resources turnover 
to avoid knowledge leakage (Hurmelinna-Laukkanen & Puumalainen, 2007) and license their technology or 
give access to their competitors to certain components to facilitate adoption (Ehrhardt, 2004).

Technology The development of a dominant design is linked to the integration of new technologies in products, 
processes, or new services. A new technology can contribute to the development of a new dominant 
design (Hekkert & van den Hoed, 2004; Murmann & Frenken, 2006). The dominant design could rely on 
a single technology or on a combination of technologies (Christensen et al., 1998). Radical innovation is 
often associated with the introduction of a new technology (Henderson & Clark, 1990). Ritala and Sainio 
(2014) showed that coopetition is negatively related to technology radicalness.
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The contents of the different texts used were segmented into 
analysis units, which were then classified into the defined catego-
ries. The chosen analysis units were parts of sentences, whole 
sentences and even groups of sentences with a bearing on the 
same theme. The inference presumed to link the selected units 
to the respective categories is one of inclusion (X unit is an ex-
ample of Y category). The process of attribution of an analysis 
unit to a category occurs without interpretation. It is therefore a 
descriptive coding system (Huberman & Miles, 2002). Certain 
quotations are used for illustrative purposes. In these quotations, 
the number before the slash indicates the ID number of the re-
spondent (Table 2) and the dates after the slash indicate the 
time period covered or the reference year (see Table 4 for an 
example). 

The protocol was tested by a process of double-coding 
(Weber, 1990). This process consists of confirming the defini-
tion of the analysis units and their classification into categories 
(inter-coder reliability) and dealing with any divergences.

Results

The development and stabilization  
of a dominant design

First, we assess whether the pinball industry experienced a 
dominant design. Consequently, we map the different innova-
tions that occurred from 1930 to 2014. Figure 3 represents 

those different innovations and brings to light three phases. 
The first phase from 1930 to 1947, which corresponds to the 
era of ferment, encompasses 15 innovations, and a majority of 
those innovations have been integrated into the dominant de-
sign (although sometimes with a long time lag). The second 
phase (from 1947 to 1970) is the most productive in terms of 
innovation. However, several innovations were not successfully 
adopted into subsequent versions of pinball, which is a charac-
teristic of the selection phase of the development of a domi-
nant design. We consider that the selection phase ended in 
1970 for two main reasons. First, after 1970, the number of 
product innovations declined significantly (0.27 per year, Table 
5). From 1970 to 1980 (Figure 3), architectural innovations no 
longer changed the product design and no modular innova-
tions were integrated into the dominant design (Banana flipper, 
Magna save ramp, Whirlwind spinner). 

Then, as described in Figure 3, from 1970 onward, the 3’’ 
pinball and drop targets were generalized. Several experts of 
pinball consider that those two product innovations were very 
attractive for players and generated leads for those products. 
The 3’’ pinball offered a better control as well as drop targets, 
which really turned pinball into a game of skill (Shalhoub, 2004).

Thus, in 1970, the dominant design was established at three 
different levels: the global design of the product, the game 
board configuration, and the modules that constituted that 
board. The ‘flipper,’ the ‘mushroom bumper,’ the pediment, and 

Table 4.  Examples of coding

Category Subcategories Examples of analysis units

Protection Patent 1. � Sometimes you come up with an idea that you put in a game and you don’t change it but you may work on parts of 
the machine around the new idea but you don’t change the idea if you have a good one as we had to patent some 
of it. [2/1962]

2. � One of the points we raised that was that we couldn’t use the star rollovers, because Bally had come after Game 
Plan to tell them that they had to cease-and-desist because they had the patent or the rights to those round star 
rollovers. [1/1979]

License 1. � Artwork also changed on Spy Hunter. Originally, I designed the game with an Elvis theme. The bonus lights 
represented the push buttons on the front of a juke box. Each button pair represented a different Elvis song. Aligning 
2 bonus lights played the indicated song. The only problem with that was that at the time, Bally had not secured the 
Elvis license. [5/1984]

2. � The original intent was to have Star Wars as the first game licensed … That was the richest agreement we had 
done as a license for a pinball product, but not totally out of the realm of what I thought was realistic. I felt that all 
bets were off and we had to. We needed this to help the platform. [1/1999]

Secret 1. � Williams’ Banzai Run came out only two months later [after Bally’s Blackwater 100]. They had no idea what I was 
doing. At least I don’t think they did. I don’t know what kind of secrets got passed between the companies … I think 
it was just a coincidence they came out so close. I never suspected anything, but I was also never aware of copying 
going on. [9/1988]

2. �There was an idea that electronics was the way to go. They did some electronic slot machines first. They were 
basically poker machines if I remember correctly. That group spun off into electronic pinball machines. So the system 
was developed more or less in the back room with no input from anybody. This was super, super secret. There were 
only a handful of people who knew about it. That’s the way the Bally system was designed. [27/1976–1978]

Human resources 
control

1. � When I was first starting out in design, it was industry policy that a designer could not put his name on a game. That 
was to prevent another company from finding out who designed what game and hiring them away from their current 
company. That was archaic thinking. In fact, literally within hours of a new game being placed at a test location, 
everyone in the design industry knew who designed what game and what features were on it. [5/1974]
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the general use of targets, extra balls, and the ‘match bonus’ 
were the most typical elements of this dominant design 
(Figure 3). From 1970 to 2014, the dominant design was not 
questioned. However, in the 1980s, the emergence of compe-
tition from video games compelled manufacturers to expand 
that design by integrating new features (Lane changes, Upper 
ramps, Animated toys…). Consequently, although the domi-
nant design became increasingly more complex, no innovation 
deeply changed its functioning (Figure 3 and Table 5). This situ-
ation corresponds to the ‘incremental change era.’

Figure 3 shows that throughout pinball history, manufactur-
ers attempted to introduce novelties to differentiate their 
products; however, several of them were not incorporated 
into the dominant design. Similarly, our historical analysis 
demonstrates that manufacturers managed to exploit new 
technologies. Thus, from the beginning of the 1930s to the end 
of the 1940s, products were designed using mechanical pro-
cesses. From the 1950s to the end of the 1970s, electrome-
chanical technologies were favored. Electronics were broadly 
used in the 1980s, and videos were introduced in the 1990s. 
These new technologies resulted in the introduction of new 
modules and new game practices (i.e., electronics enhanced 
the development of multiplayer modes). The dominant design 
was enforced primarily by improvements to modules (e.g., dig-
ital display units are easier to manufacture, maintain, and repair 
than traditional mechanical counters).

Innovations and firms’ relationships

In this section, we describe the three stages of the develop-
ment of the dominant design, including the industry evolution, 
the outcomes in terms of innovation, and the types of relation-
ships that were relied upon. To obtain a better understanding 
of the dynamic in terms of innovation, we identify for each of 
the three periods the number of architectural, modular, and 
incremental innovations (Table 5).

Each of these innovations has been developed by a unique 
manufacturer seeking to differentiate itself from its competitors. 

Some have emerged on the market, have been imitated by 
competitors, and have integrated the dominant design. We have 
not identified any innovation from projects led by coalitions of 
manufacturers.

Emergence and era of ferment (1931-1947)

Gottlieb pioneered the industry with the ‘Baffle Ball’ in 1931, 
and his success motivated other organizations to imitate his 
efforts (Colmer, 1976; Ruben, 2018). In the mid-1930s, approx-
imately 150 pinball manufacturers operated in the United 
States as the industry was emerging, and most of these manu-
facturers were located in Chicago.

Innovation types. We computed 15 main product innovations 
in the period, and a majority of them are architectural innova-
tions (60%). This period experienced only one incremental in-
novation. Actually, the main components were steadily 
incorporated into the dominant design, and they have rarely 
been modified afterward. For example, the plunger, which is a 
spring used to launch the ball, was first used in the 1930s. 
Similarly, the process called ‘Tilt,’ which prevents the machine 
from being raised, was also invented in the 1930s. The follow-
ing quotation illustrates this point:

From a pinball standpoint, I said, the basic layout of the playfield 
should not be radically different from what the original was. 
[23/1940–1999] 

The success of an innovation like the ‘Baffle Ball’ on the mar-
ket showed that this industry conveys a competitive advantage 
to pioneers. Consequently, first entrants into the industry 
(such as Williams in 1943) sought to discover the best innova-
tions to be launched. Thus, several innovations and product 
versions were developed without improving industrial pro-
cesses, which is characteristic of the ‘era of ferment,’ during 
which there are a plethora of offerings. 

Third parties play a major role in shaping innovations. Hence, 
operators requested a standardization of pinball machines’ 

Table 5.  Types of innovations in the pinball industry

Era of ferment 
1930→ 1947

Selection phase 
1947→ 1970

Incremental change 
1970→ 2014

Architectural innovations 9 (60%) 10 (31.3%) 2 (16.7%)

Modular innovations 5 (33.3%) 17 (53.1%) 6 (50%)

Incremental innovations 1 (6.7%) 5 (15.6%) 4 (33.3%)

Total 15 (0.88 per year) 32 (1.39 per year) 12 (0.27 per year)

Number and type of innovations integrating the 
dominant design

9 (60%)

Architectural: 5

Modular : 4

Incremental: 0

15 (46.9%)

Architectural: 7

Modular : 7

Incremental: 1

4 (33.3%)

Architectural: 0

Modular : 4

Incremental: 0
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characteristics to facilitate the management of the machine fleet 
(anti-fraud systems, machine sizes, etc.). Thus, numerous innova-
tions were proposed based on requirements from large opera-
tors and clients (owners of game rooms). Pinball tables with legs 
emerged in the mid-1930s and were incorporated due to solic-
itation from operators to increase the availability of machines 
(Jensen, 1979). The design of the ‘Tilt’ in 1932 stemmed from a 
requirement from operators who wanted to prevent players 
from cheating by shaking the machines excessively. 

Even though a few main components of pinball were defined 
during this phase, in 1939, the industry remained unstructured. 
The American manufacturers were then requisitioned to partic-
ipate in the war effort, and no dominant design existed.

Types of relationships between manufacturers. The era of fer-
ment is characterized by mostly competitive relationships 
among manufacturers. We did not find any evidence of coop-
eration among manufacturers:

We never went out [with our competitors] to lunch. We never 
went out at night together. We stayed within our own little 
company. We never socialized with the employees of the other 
companies … We never fraternized with other companies. 
[13/1938] 

Furthermore, imitation between competitors is very common. 
As soon as a firm introduces a novelty on a model, its compet-
itors try to offer it on their own machines. Thus, several com-
panies enter the market with a strategy to imitate the pioneer’s 
efforts (Colmer, 1976). Then, as described in Figure 3, several 
successful innovations were imitated by most manufacturers 
on the market and quickly became embedded in the dominant 
design: coil bumper, disc bumper, lights, plunger, Tilt … The fol-
lowing quotation illustrates this point:

In those days, everybody was copying everybody else. It was the 
dog-eat-dog days. One time Jimmy came to about half a dozen of 
us guys, and he says, ‘I’m going to get a game in here at five o’clock. 
I want you to copy it, but I have to get it out of here before dawn’. 
So when the game came in, we divide it up. Each one of us got a 
little section of this game to copy. We built it during the night, and 
by morning we had a copy of that game before we shipped the 
other one out at dawn. [13 / 1937]

Simultaneously, manufacturers were aware that they had to 
establish relationships with third parties to facilitate adoption, 
as they faced an unfavorable environment. Actually, manufac-
turers had to address resistance from the puritanical, social, 
and cultural establishments, and from legal representatives 
(Ruben, 2018). In the United States, pinball regulation occurred 
at three levels: federal, state, and local. Pinball bans were imple-
mented in cities such as Washington DC (1936) and New York 
City (1942). The pinball industry was thought to be controlled 
by the mafia and to promote illegal gambling, which would lead 
to corruption. 

Selection phase (1947–1970)

The industry continued to experience significant growth after 
the Second World War. Whereas several product innovations 
were developed between 1947 and 1970, main options were 
selected by all manufacturers, and the designs began to 
converge.

Innovation types. In 1947, the first flipper was designed by 
Gottlieb for the Humpty Dumpty game. This innovation was 
quickly adopted by the industry, as a player could exercise 
some control of the ball using this mechanism. As soon as 
1948, eight other manufacturers were selling machines that 
integrated that accessory.

The selection phase witnessed numerous innovations 
than the other phases (1.39 per year ; Table 5). Modular 
innovations were par ticularly represented (53.8%). This 
observation indicates that the overall design of pinball ma-
chines was still evolving substantially. However, manufac-
turers were progressively stabilizing cer tain components 
and orienting their effor ts into changing modules of the 
design without transforming the whole concept. A major 
shift occurred as the enthusiasm of players for new mod-
els that offered increasingly more innovations led manu-
facturers to integrate complex electromechanical 
components. 

Types of relationships. This phase is characterized by coo-
petitive relationships among manufacturers. Actually, as the 
industry began to stabilize, employees of the competitive 
manufacturers developed individual relationships. They 
knew each other and exchanged key resources such as 
par ts of machines, knowledge and information about the 
latest games. The following two quotations illustrate this 
point:

Forgetting about the very early days in the ‘30s and ‘40s, there was 
much more of a congenial atmosphere. There were, after all, family 
businesses and the friendly rivalries endured. I still remembered Sam 
Gensberg being on the phone … calling Bally to get some parts 
for a new Chicago Coin game. They had run short of something 
and it wasn’t unusual for this type of request to be made by any of 
the companies. Everybody was willing to give each other a helping 
hand… [1/1950s–1960s]

If you look back to what I consider the old days of pinball there 
was almost a friendly competition between Bally and Williams. 
In some ways, we helped each other. We would send our latest 
game over to Williams for evaluation and they would send their 
games to … There was this place called Round Robin, which was 
a restaurant more or less in between Chicago Coin, Gottlieb, 
Bally, and Williams. It was not far from any of them. That seemed 
to be the pinball meeting place: neutral territory where people 
would go to have lunch or drink after work … It was a different 
environment than you would ever see now, or what would be 
allowed now, with all the non-disclosure agreement and stuff. 
[27/1965–1970]
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As depicted in these two verbatim quotes, the social compo-
nent of the relationship prevailed over business objectives. In 
1951, the US Congress forbade the manufacture, sale, use, own-
ership, and maintenance of machines that enabled gambling 
(Colmer, 1976). The primary manufacturers were forced to le-
gitimatize their activities and locate new sale outlets (notably in 
Europe). The first actions taken by manufacturers involved de-
veloping a community to set up their own institution. Harry 
Williams (founder of Williams Manufacturing) established the 
Coin Machine Institute to educate the public about pinball and 
demonstrate that it was just an amusement game. Manufacturers 
also played an active role in the development of the Coin 
Machine Industries Inc., which was a professional association or-
ganized to preserve automatic game manufacturers. 
Furthermore, pinball manufacturers engaged in numerous public 
relation activities with other associations, such as The Amusement 
and Music Operators Association, which was a lobbying associa-
tion representing operators. In the 1960s, Gottlieb decided to 
contract with Rufus King to facilitate the permit of amusement 
pinball. King was an attorney who also often represented a num-
ber of pinball manufacturers (in particular Williams).

Numerous innovations were developed by manufactur-
ers to bypass legal restrictions and to demonstrate that pin-
ball was a game of skill that did not involve gambling. For 
example, the use of a ‘match’ bonus feature in pinball games 
(which allowed a player to win a free game by chance) was 
not accepted in certain states in the United States because 
lawmakers associated pinball closely with gambling. In 1960, 
Gottlieb proposed new pinball machines that allowed skill-
ful players to win extra balls for certain sequences (Add-a-
Ball Pinball, 1960) and receive extra play time as a result. 
However, pinball machines were forbidden in most 
American cities (particularly in New York, Los Angeles, and 
Chicago) until 1976.

Yet, those relationships were at the same time characterized 
by fierce competition.

There was a very strong competition between everybody. It’s almost 
like a sport where you have teammates, but the teammates are also 
competing against each other. Who can be the fastest? Who can be 
the most agile? And it was the same in pinball. Everybody wanted 
to be the best. [27 / 1965–1970]

Thus, the success of a new concept often resulted in an over-
bid by competitors. For example, in 1962, Williams launched 
‘Vagabond,’ the first pinball machine to use targets that could 
‘drop.’ Because this model was successful, competitors imitated 
that accessory and widely deployed its usage. The following 
quotation made by the inventor of those targets who worked 
at Williams illustrates this situation:

I had an idea that if I could hit a target and it disappeared, it 
would be exciting to know that you might have accomplished 

something unusual. If the target would come up and for whatever 
reason have some kind of scoring, and when you hit it, it went 
down. I decided it was a good way to do it with a single target. 
Gottlieb then came up with 2, 3, 4, 5 and 10 drop targets and 
they did a terrific job with that feature. [2/1962]

During this phase, intellectual property rights (IPR), human re-
sources control, and secrets were largely used to protect 
against imitators. However, our historical analysis of primary 
novelties introduced by manufacturers demonstrates that the 
appropriability regime was weak. Typically, only a few months 
passed between the emergence of a successful innovation and 
its massive (adaptation and) adoption by competitors. There 
are numerous examples of this same pattern. For example, in 
August 1968, Williams launched three-inch flippers to replace 
the standard two-inch flippers. From the 1970s onward, all 
manufacturers adopted these new dimensions because they 
were popular with players. 

The goal of maintaining a competitive advantage over com-
petitors while cooperating with them leads to paradoxical 
choices. At Gottlieb, some inventions (like the flipper in 1947) 
are not patented. Moreover, when competitors violate a pat-
ent, no lawsuit is envisaged!

We were concerned that someone else comes out with a 
flipper game ahead of us. We wanted to be the first with it. We 
had a long run of that game. We built 6,500 of that first flipper 
game. We enjoyed that long run. Then the others copied us. 
Gottlieb could have patented the flipper but he didn’t … There’s 
only one thing that I know for sure he patented, which was 
my bumper switch … Despite filing for the patent, everybody 
star ted using that switch. Didn’t Gottlieb go after those violated 
the patent? No, we just didn’t care. Dave was that way; he didn’t 
care. Dave was a gentleman. [13/1947]

Our results indicate that coopetition allows the gradual selec-
tion of options and the formation of a dominant design. The 
cooperative component of relationships enhances the devel-
opment of the dominant design by facilitating the convergence 
of what would be accepted as a new pinball. Competition also 
enhances convergence of options, as it speeds the adoption of 
successful features.

Era of incremental change (1970–2014)

In 1976, the New York City Council finally allowed pinball 
games in the city. This ruling set a precedent and allowed for 
the rapid growth of pinball machines across the United States. 
Electronic pinball games were introduced in the second half of 
the 1970s.

Pinball manufacturers continued to experience high turn-
over in spite of the emergence of video games at the beginning 
of the 1980s. However, that time period ultimately led to the 
decline of the pinball machine industry. 
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Innovation types. This period is characterized by the lowest 
number of innovations (0.27 per year ; Table 5). Modular 
innovations and incremental innovations by far outnumbered 
architectural innovations (83.3% vs. 16.7%; Table 5). No 
architectural innovation integrates the dominant design. This 
demonstrates that the design is stabilized, and innovations 
mainly aim at reinforcing it. It also highlights the inability of 
manufacturers to radically reconsider previous choices to face 
new challenges, such as competition from the video game 
industry.

Types of relationships. Since 1976, pinball has been legal in 
the United States. Manufacturers can therefore benefit 
from a strong growth in their domestic market. They 
develop skills in electronics and increase their effor ts to 
protect their innovations. During this phase, intellectual 
property rights (IPR), human resources control and 
secretive ways are still largely used to protect against 
imitators (see Table 4). Table 6 presents the distribution of 
patents filed by manufacturers since 1976. Even in this 
‘incremental change’ phase, there is a significant use of 
patent filing. Williams seems to be filing significantly more 
patents than its competitors. Notably, however, 38 patents 
were filed by this manufacturer between 1995 and 1999 
and concern the ‘Pinball 2000 project’ (machine combining 
pinball and video).

These patent filings sometimes resulted in lawsuits between 
competitors:

Are you familiar with the lawsuit that Bally had against Gottlieb? … 
Along the way, Bally took a look at our system. I suppose Williams 
joined in on it, but I think Bally was the big one. They sued us for 
infringement on their electronic design. I was involved a lot in the 
deposition processes in which the lawyers wanted to pick our 
brains and find out whether there were any grounds for which 
Bally could sue us and make us penalties, royalties, or whatever. 
[31/1980]

Manufacturers also competed for contracts with renowned 
designers. Many of these designers were considered key re-
sources, and manufacturers attempted to control the flow of 
information (see Table 4 for an illustration).

However, our analysis demonstrates that the appropriability 
regime is still weak during this phase. The case of the ‘Xenon’ 
pinball machine, which was launched in December 1980 by 
Bally, is particularly informative. This machine included numer-
ous innovations that were successful at the beginning of the 
1980s: multi-level playfield, multi-ball game, and digital voices. 
The development of this model shows that manufacturers 
closely monitored the activities of their competitors to detect 
novelties and integrate them, even if it meant altering current 
projects. The following comments by a project manager de-
scribe this environment:

Bally’s marketing department had heard of a competitor’s 
talking game ... The decision was made to one-up the competition 
by utilizing a female’s voice, as dictated by the artwork … So now 
Bally had a game with a multi-level playfield, great artwork and great 
sounds. Then, Bally’s marketing department heard that a multi-ball 
game was planned for release by a competitor. Well, Bally couldn’t 
be beaten at their own game of one-upmanship. Bally wanted to 
sell a multi-ball game also ... Within hours, Xenon was transformed 
into a multi-ball game. [5 / 1979]

Two factors limited the IPR. Certain design choices could not 
be protected, and retro-engineering practices that could by-
pass patents were widespread. For example, in 1990, the 
Japanese arcade game manufacturer Data East first intro-
duced the electronic pinball machine with the Robocop 
model. Thus, Data East was a new entrant in the sector (it 
had first proposed the model in 1987). Data East expected 
to benefit from its competences in electronics to develop 
innovative models. However, Williams bypassed the patent 
and launched a similar innovation on its own machines in 
1992. The following quotations illustrate the role of retro-en-
gineering practices and the difficulties in patenting certain 
mechanisms:

No, no, in fact almost everything that I itemized had some type 
of patent protection, some type of design protection, so it wasn’t 
as if Game Plan could automatically go to the vendor who was 
supplying flippers to Gottlieb and say: “Hi, we would like to order 
flippers as well.” It was a question of really going back and doing, I 
guess for lack of a better word to describe it, development from 
the ground up … The way that the housing underneath was, what 
the mechanical parts were in terms of bracketing and so on, had to 
be somewhat unique. [1/1977]

[This mechanism] was a good feature. It was cool. But we were 
never able to patent it because of the language in the patent 
application. There was a lot of prior act, other features in other 
games, other mechanisms that were already patented. Many 
features were similar to this game in how they worded, not how 
they operated and so we couldn’t be granted a patent. We tried 
twice and were denied twice. [28/1987]

Table 6.  Distribution of patents filed by manufacturer since 1976

Manufacturer Period Number of patents

Bally 1976→1988 19 (1.6 per year)

Gottlieb 1979→1994 22 (1.5 per year)

Williams 1979→1999 88 (4.4 per year)

N.B. It was not possible to retrace the exhaustive list of patents filed by 
pinball manufacturers before 1976.
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This weak appropriability regime prompted Gottlieb to waive 
patents during the 1970s, as shown in the following quote2:

“All the manufacturers were keenly aware of what the others 
were doing in the industry because we were all trying to produce 
a product that would catch the fancy of the players and make 
more money.” Dave Gottlieb didn’t pursue the patent track to get 
exclusive use of any of his company’s developments. He felt that as 
long as he got the first benefits of an idea, he didn’t mind others 
copying it. His favourite quotation on that was “Imitation is the 
most sincere form of flattery.” [Alvin Gottlieb, in Shalhoub, 2004, 
p. 21/1970s]

At the same time, manufacturers continue to cooperate 
during this phase, at least until the mid-1990s. They sought to 
collectively answer operators’ solicitations to enhance their 
ability to maintain and repair machines (spare parts that were 
common to several models, standardization of maintenance 
processes, etc.).

I was working on games simultaneously for a couple of different, 
competitive companies. But everybody knew they could trust 
me. I was going to give them feedback that was open and 
honest … For commercial operation, one of the keys concerns 
is “If I need a replacement part, where do I get it from?” … I 
produced an amazing amount of mailings highlighting upcoming 
games, giving that operator/location owner whatever type 
of information was necessary and important such as how to 
operate and set up their games … By the same token there 
were different times, where many personal relationships 
became prioritized over professional secrecy, and maybe some 
things were shared in a way that they shouldn’t have been. The 
net result was that you saw some striking similarities between 
competitive products at various points in time. It’s a very fine 
line to tread. [1 / 1970s–1980s]

From the mid-1990s onward, relationships between manufac-
turers and operators deteriorated. Operators experienced a 
strong drop in demand from players and tried to renew their 
offerings by introducing electronic games suppliers (notably 
Japanese suppliers). For several decades, the relationships be-
tween operators and manufacturers were quite balanced be-
cause the former had key resources but no alternative suppliers 
for machines. However, the advent of video games considerably 
decreased the power of pinball manufacturers. Since the devel-
opment of video games, pinball manufacturers had only one 
ambition: to regain the operators’ confidence by proposing ma-
chines that better suited their requirements. Digital voices were 
added to enhance the attractiveness of pinball machines in ar-
cade rooms. Certain manufacturers changed the size of their 
machines to become more similar to the video game console 

2. In the early 1970s, health problems forced David Gottlieb to stop work-
ing. He died in 1974. Obviously, his successors at the head of the company 
resumed the filing of patents as shown in Table 6.

in arcade rooms (e.g., Williams with the ‘Pinball Circus’ proto-
type in 1994). Other manufacturers increasingly used animated 
characters or proposed models inspired by Foosbal or Bowling 
(e.g., ‘Strikes n’ Spares’ from Gottlieb in 1995). Conversely, cer-
tain innovations promoted by manufacturers failed to achieve 
success in the market due to a lack of support from operators. 
The following two quotations illustrate this point:

The thing that most people don’t understand about our business 
is that these are money-making devices. Their primary function is 
to make money for the operator. We don’t just build things for 
players; we build things for a whole chain of command … The 
operators in our business have a long memory. When you show 
them something (like this), they will say, “that has been tried before. 
It didn’t make me a whole lot of money, why is it going to make me 
money now?” [16/1980–2010]

I thought that pinball machine cabinets had not changed in fifty 
years, or however long they had been around, and I wanted to 
design a new, modern, contemporary cabinet for pinball games … 
I put the cabinet on a pedestal (there were no legs) to help it look 
more contemporary and modern… [But] operators did not care 
about cabinet designs; they just wanted to know how much money 
the game took in. It was hard to justify spending money on the 
cabinet. [9/1979]

Williams attempted alone to design models that integrated 
videos (‘Pinball 2000’). In its latest projects, Williams was ob-
sessed with secrecy at a level that had not previously been 
observed in the industry (Maletic, 2010).

Secrecy was critical to ensuring that Revenge from Mars make as 
big a splash as possible when it hit the market. Williams also wanted 
to keep their plans secret from their competitors to keep them 
from copying the new design. Williams even farmed out parts to 
multiple suppliers so that no one vendor saw more than a single 
piece of the puzzle. [23 / 1998–1999]

Those numerous examples demonstrate a lack of coopera-
tion among manufacturers, which were attempting to indi-
vidually find solutions to market decline. Relationships with 
third parties were also harmed. The necessity of maintaining 
good relationships with operators enticed manufacturers to 
invest in the development of new functionalities, in spite of 
the potential for such advances to damage the value prop-
osition for others. Actually, numerous product innovations 
disturbed small operators (maintenance requiring new 
skills), location owners (revenue uncertainty generated by a 
radically new machine), and players (rules were increasingly 
specific to each machine). The following two quotations il-
lustrate this point:

Let’s accept the fact that if an operator or location owner needed 
to change a light bulb but there was a ramp with ten screws 
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needing to be loosened, that it became counter-productive to 
operate pinball machines… [1 / late 90s]

Pinball lost a market of players because of their technologically 
enhanced games. The machines went a little haywire with their 
toys and all the different things they felt had to be on a game. 
[20/1990–2000]

Our historical analysis demonstrates that the relationships 
among the five manufacturers have been based on coope-
tition since the mid-1940s. Manufacturers were simultane-
ously competing while cooperating. The need to differentiate 
products to sell pinball machines to operators led manufac-
turers to innovate and quickly imitate successful competi-
tors, which in turn amplified competition. Simultaneously, 
cooperation resulted from the necessity to address com-
mon threats and collectively respond to customer and part-
ner demands.

Consequently, the two necessary conditions to qualify a sit-
uation as coopetitive are present: competition and coopera-
tion occur concurrently (simultaneity criteria), and firms 
maintain relationships based on horizontal competition (rivalry 
criteria). Figure 4 summarizes the key points of the results and 
presents the different phases of the process.

Discussion

This section addresses the contributions of this research to the 
literature on dominant design and proposes a discussion of the 
results obtained from the historical analysis concerning ab-
sorptive capacity and appropriability regime. Finally, we de-
velop some implications for managers.

Contributions to the literature on dominant design

The analysis of the history of the pinball machine industry 
demonstrates that in specific contexts, characterized by exter-
nal threats and a high level of power of third parties, the dom-
inant design is neither imposed by a single organization nor 
emergent from a collective strategy.

Competition and collaboration occurred simultaneously 
and on a single level of the value chain. To better comprehend 
that specificity, we use the image of cake-sharing from Nalebuff, 
Brandenburger, and Maulana (1996).

In a situation of coopetition, a firm competes successfully for 
its slice of the ‘added value cake’ and simultaneously seeks to 
ensure that the cake grows larger. In most studies regarding 
technological development and standard warfare, firms agree 
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on the cake recipe (in t0) and then attempt to obtain the 
largest slice of cake (in t1). In particular, studies have demon-
strated that the emergence of a standard can result from 
co-integration alliances (Dussauge & Garrette, 1999) that 
are  created by firms to define technical specifications and 
that  allow for competition as the product is distributed 
(Rosenbloom & Cusumano, 1987; Shibata, 1993). However, if 
the simultaneity criterion is considered, those agreements are 
not fully based on coopetition. In the pinball machine industry 
case, certain competitive companies operated in isolation to 
define the best recipe. Thus, these organizations integrated 
new ingredients (innovations) and simultaneously learned 
from competitors’ ideas. This process – which includes imita-
tion and innovation – resulted in a ‘unique recipe,’ which was 
collectively conceptualized from individual efforts.

The literature concerning dominant designs focuses on either 
‘competitive’ or ‘collective’ strategies. In this research, we demon-
strate that using only these two relational logics to understand 
firm actions is insufficient. Firms can cooperate and compete si-
multaneously to impose a dominant design. This is a significant 
contribution. To the best of our knowledge, very few researchers 
have analyzed the consequences of coopetitive relationships in 
the context of the formation of a dominant design. Prior studies 
have demonstrated that the need to develop product compati-
bility often results in coopetitive behaviors, specifically when 
there are network externalities (Ritala, 2012; Yami & Nemeh, 
2014). However, these prior studies have frequently defined 
coopetition as an alliance among competitors, which is a (per-
haps overly) broad definition. Thus, it is impossible to check 
whether the situations studied respect the simultaneity criteria.

Those relationships impact innovative output. Thus, through-
out the technological cycle, four types of innovation can be 
distinguished (Henderson & Clark, 1990). The characteristics of 
innovation depend on the phase in which it is anchored 
(Abernathy & Clark, 1978; Tushman & Murmann, 1998; 
Murmann & Frenken, 2006). By identifying coopetitive relation-
ships during this cycle, our historical perspective allows renew-
ing analysis of the influence of coopetition on innovation. The 
impact of coopetition on innovation remains controversial 
(Fernandez et al., 2018). Previous scholars found a positive, 
neutral, or negative impact of coopetition on product innova-
tion (Arranz & Arroyabe, 2008; Gnyawali & Park, 2009, 2011; 
Nieto & Santamaría, 2007; Santamaria & Surroca, 2011; Ritala 
& Hurmelinna-Laukkanen, 2009). Recent studies, including rad-
icalness as a moderated variable, also obtained mixed results 
(Bouncken & Fredrich, 2012; Bouncken, Fredrich, Ritala, & 
Kraus, 2017; Jakobsen & Steinmo, 2016; Ritala, 2012; Yami & 
Nemeh, 2014). However, those works do not contextualize 
innovations into the different phases of technological develop-
ment in which they may occur. 

During the first phase of pinball development (era of fer-
ment, 1930–1947), no coopetitive behaviors were identified. 

The second phase of selection (1947–1970) was character-
ized by a balanced coopetition (Bengtsson & Kock, 2000; Yami, 
Chappert, & Mione, 2015) and led to numerous architectural 
and modular innovations (84.4%; Table 5). During that period, 
the number of innovations was the highest (1.39 per year). 
After the selection of the dominant design (Era of incremental 
change, 1970–2014), the number of architectural innovations 
decreased significantly (16.7%), whereas the number of incre-
mental innovations increased significantly (33.3%). The number 
of innovations per year was the lowest (0.27 per year). Those 
results are coherent with Anderson and Tushman’s (1990) as 
well as Murmann and Frenken’s (2006) work: the industry en-
tered a phase of incremental changes, which did not challenge 
the design but reinforced it.

From the 90s onward, relationships among manufacturers 
worsened. Competitive coopetition (Bengtsson & Kock, 2000; 
Yami et al., 2015) was the predominant mode of strategic be-
haviors. No architectural innovation was incorporated into the 
dominant design. Individual attempts to renew the design 
emerged but none succeeded (Table 5). Thus, our findings con-
tribute to the debate on the impact of coopetition on innova-
tion. We show that coopetition can be fruitful for incremental, 
modular, and architectural innovations. However, coopetition 
does not entice actors to introduce a disruption to change the 
dominant design. In the case that we studied, actors were 
trapped in the dominant design and tried to improve it with 
competitive technologies but did not manage to create a rad-
ically new design.

Absorptive capacity and appropriability regime: 
Lessons from the historical analysis

In the dominant design literature, the results of the strategic 
maneuvers depend on the appropriability regime (Teece, 
1986) and the absorptive capacity (Cohen & Levinthal, 1990). 
In a context of coopetition, the firm’s ability to acquire knowl-
edge from external sources and to protect its innovations 
against imitation is relevant in increasing the innovation out-
comes of collaborating with its competitors (Ritala & 
Hurmelinna-Laukhanen, 2013).

In our study, the ability of manufacturers to regularly and 
quickly integrate new technologies (mechanical, electrical, elec-
tronic, digital, and video technologies) to strengthen the dom-
inant design demonstrates a strong absorptive capacity. 
However, this study highlighted that the pinball machine indus-
try was characterized by a weak appropriability regime (e.g., 
difficulty protecting design components, patent infringements, 
and non-exclusivity of key resources, such as designers). 
Hurmelinna-Laukkanen and Puumalainen (2007) differentiate 
among five main mechanisms to strengthen the appropriability 
regime. However, in the studied case, those mechanisms did 
not successfully lead to value appropriation. Tacit knowledge 
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was difficult to protect as several key individuals (particularly 
designers) regularly changed employers or were working si-
multaneously for several manufacturers. Mechanisms of institu-
tional protection (more particularly patents) provided a weak 
protection as shown by short imitation delays. Exclusive ex-
ploitation licenses (with movie theaters, music stars…) were 
signed. However, as plenty of licenses were agreed upon, they 
did not represent a scarce asset. As each manufacturer im-
posed a worldwide renowned brand, none of them managed 
to gain a competitive advantage. Human resource manage-
ment did not permit the protection of key human assets. 
Technical protection tools (passwords, specific protocols…) 
were not broadly used as operators imposed standardization 
(such as operating instructions, maintenance, and stocks of 
spare parts). Finally, the continuous development of new prod-
ucts to take advantage of a time-based advantage provided 
deceptive results. The imitation timeframe was often short due 
to retro-engineering practices.

Thus, our results are not consistent with the findings of 
Ritala and Hurmelinna-Laukkanen (2013), who analyzed ab-
sorptive capacity in a coopetitive environment and identified 
the positive impact of a high appropriability regime, which is 
not present in our research.

In spite of a weak appropriability regime, pinball machine 
manufacturers benefitted from coopetitive relationships. 
American manufacturers that existed in the mid-1940s expe-
rienced steady growth and became worldwide leaders. 
European manufacturers (the Italian Zaccaria and the Spanish 
Recel) remained marginal participants in the industry, although 
they had access to a substantial domestic market. Even the 
Japanese manufacturers, Data East and Sega, which were lead-
ing innovators in electronic technology development, did not 
challenge the Chicago manufacturers’ competitive positions. 
Consequently, coopetitive relationships allowed market devel-
opment, innovation, and economic performance over a long 
time period, and protection against common rivals. These ob-
servations align with the conclusions of Ritala (2012).

However, in the literature focusing on the development of 
innovation through coopetitive relationships, most researchers 
identify formal agreements between firms. These agreements 
usually lead to the creation of joint ventures and joint patents 
(Gnyawali & Park, 2011). One of the key success factors is the 
identification of the right structure to achieving common inno-
vation projects (Fernandez et al., 2018). In the Pinball industry, 
the coopetitive relationships were developed without a formal 
agreement among the manufacturers and implementation of 
intermediation structures. Studies in other contexts should be 
conducted to assess the scope of this result.

However, from the perspective of pinball machine manufac-
turers, the 1990s were characterized by a decline in interest 
and an increase in competitive behaviors. Thus, the nature of 
coopetitive relationships changed (Sanou, Le Roy, & Gnyawali, 

2016), and this had impact at the industry level. Actually, re-
newed efforts were undertaken in multiple directions but 
were less concerted and deliberate. Thus, our analysis demon-
strates that as relationships became more competitive, the 
situation for all pinball machine manufacturers deteriorated. As 
long as coopetitive relationships were maintained, manufactur-
ers were able to grow. Thus, as described by Bengtsson and 
Raza-Ullah (2016), we considered coopetition as a continuum 
between purely competitive and cooperative relationships. 
Whereas during the first periods of our study, actors had 
aligned their expectations and focused on legitimizing and in-
creasing the adoption of their activity, during the last period, 
they had a different set of expectations. The rules and goals of 
competition were reformulated (Dorn et al., 2016), which 
eroded the overall benefits that actors could draw from their 
relationships. However, this observation should be tested in 
other contexts because we cannot assess whether more-coo-
petitive relationships would have enabled the pinball machine 
manufacturers to survive.

Conclusion

The aim of this research was to contribute to the current liter-
ature regarding the development of a dominant design using 
the coopetition framework to obtain an improved under-
standing of the interplay among actors engaged in this devel-
opment. We identify how coopetitive relationships may lead to 
the development of a dominant design. Our historical analysis 
regarding the development of a dominant design in the pinball 
machine industry details the characteristics of that dominant 
design (which occurred from the 1970s onward) and demon-
strates that it results from a coopetitive process. Because man-
ufacturers differentiated their offerings, innovated, and 
simultaneously imitated others, increased competition resulted. 
Simultaneously, external threats and the need to collectively 
respond to clients and partners prompted the manufacturers 
to cooperate with one another.

Our study shows that firms might benefit from collaborat-
ing with competitors to create a dominant design, even with 
a weak appropriability regime. Thus, this case study suggests 
that as a theoretical framework, coopetition allows for the 
development of new perspectives for research regarding 
technological cycles, particularly with respect to the selection 
of dominant designs. Our observations also confirm or inval-
idate conclusions from previous works on coopetition 
strategies. 

However, numerous questions remain. First, the observed 
industry has specificities that may limit the generalization of 
our results. These limitations include the requirement for par-
ticipants to legitimize their activity and a weak appropriability 
regime. Studies in other contexts should be conducted to as-
sess the scope of our results. Furthermore, our historical 
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method did not allow us to study in detail how firms manage 
and organize their relationships (e.g., how pinball manufactur-
ers and their managers dealt with antagonistic relationships). 
Certain authors have demonstrated that coopetition has an 
impact on organizational arrangements and on project struc-
tures (Bengtsson & Kock, 2000; Fernandez et al., 2018). Our a 
posteriori analysis did not allow us to produce results regarding 
‘coopetition management’ (Le Roy, Fernandez, & Chiambaretto, 
2019). Future research may investigate these specific aspects 
of coopetition.
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Paul, you teach in a business school, and yes, you are a 
socialist. As any critical scholar in management knows, 
that necessitates a strong ability to manage ambivalence. 

In your book, you need a lot of this skill to navigate both appar-
ent and real contradictions, and you marshal this skill to pro-
pose an unusually radical way out of the dramatic crises we are 
facing. Looking back over your book, I made a list of some of 
the contradictions you had to resolve in the process of pre-
senting your book’s main argument.

A first contradiction: how can we call for replacing capital-
ism with socialism, and at the same time study and teach man-
agement? Business schools and management generally 
promote capitalism, and yet it is capitalism itself, you argue, that 
is responsible for the growing irrationality of our economic 
system and blocks us from overcoming the biggest challenges 
we face in society today. Are critical scholars in management 
dishonest and disloyal passengers of a boat they want to sink? 

Fortunately, you dispel this contradiction and the associated 
distasteful vision of our jobs: yes, we can be critical of business 
without denying that there is some knowledge - in what we 
teach and what businesses do – that would be precious for a 
future democratic and socialist society. We should not throw 
the baby (managerial knowledge) out with the bath water 
(capitalism). To put it in another way, you argue that it is not 
because our economic system has reached its limits that we 
should throw away all we know about the management of 
organizations. On the contrary, we could use our managerial 
knowledge to help us decide democratically on how to man-
age strategically the use of our economic resources. By doing 
so, you reconnect with a classical Marxist idea: compared to 
previous economic systems, capitalism indeed represented 
progress in many regards – including managerial knowhow – 
but it is time now to replace capitalism with socialism in order 
to move on to a new phase of human progress. 

A second ambivalence immediately appears. In an early 
part of your book, you convincingly demonstrate that our 
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current economic system cannot overcome the crises that it 
has played such a big part in creating. Capitalism, like alcohol, 
cannot be at the same time the cause and the solution of the 
problem. But, on the other hand, we all know that prior ef-
forts to create socialism have created despotic and anti-dem-
ocratic nightmares, as in the Union of Soviet Socialist 
Republics and eastern Europe during much of the 20th cen-
tury. The second contradiction risks leading your argument 
into a dead end. 

You overcome this by mobilizing your 30-odd years of re-
search in organization studies. Indeed, in your academic re-
search, you have demonstrated that in several ‘high road,’ 
capitalist firms we can find traces of what you called ‘enabling 
bureaucracy’ and of other organizational means for sustaining 
employees’ commitment to a shared organizational purpose 
(Adler & Borys, 1996; Adler & Heckscher, 2018). You have 
argued that it is a mistake to assume that big capitalist orga-
nizations, with their highly formalized hierarchies and systems 
and procedures, can be reduced to exemplars of ‘despotic 
capitalist exploitation,’ of the ‘iron cage,’ or of the ‘iron law of 
oligarchy.’ You have promoted a more ‘optimistic’ view of bu-
reaucracy, echoing Gouldner, du Gay and others. You don’t 
deny the reality of bureaucracy’s role in exploitation and 
domination, but you argue that in capitalist businesses, that 
aspect coexists with bureaucracy’s more productive aspects, 
as an effective tool for coordinating the efforts of the ‘collec-
tive worker.’ 

And now, in this book, you take this idea and transpose it to 
the level of society. If some huge businesses have succeeded in 
organizing internally the coordination and collaboration of so 
many thousands of people and business units, why couldn’t we 
do the same at an even wider scale – on the scale of the entire 
economy – in a democratic socialist context? 

A third ambivalence: your book is at the same time reform-
ist and radical. It is reformist, insofar as you do not reject man-
agement, and you see real continuity between capitalism and 
socialism, in particular in how socialism could build on these 
big-company management practices. But it would be a mistake 
to conclude that your book is another proposal for a reformed, 
kinder, and gentler capitalism. You are quite adamant – and 
offer a range of arguments for your view – that capitalism is 
unable to overcome the six crises you identify: economic irra-
tionality, workplace disempowerment, unresponsive govern-
ment, environmental unsustainability, social disintegration, and 
international conflict. You discuss rather sympathetically the 
various reform models that are currently promoted (ethical 
capitalism, regulated capitalism, social democracy, and digital 
revolution) but argue that we have a very good reason to 
believe that such reforms – while they might somewhat miti-
gate those crises – cannot overcome them, because they do 
not attack their root cause, namely, the private-enterprise cap-
italist system. Walking readers patiently from a description of 

these crises, to a diagnosis of their root causes, and to a cri-
tique of the limits of reformist solutions, you try to bring read-
ers to see that we have little choice but to socialize the 
ownership of, and democratize the control over, society’s pro-
ductive resources. You offer a radical vision, far beyond social 
democracy or a mixed economy.

In doing so, you open up a surprising new arena for dia-
logue – between progressive managers who seek to build 
‘better organizations’ and activists in labor and on the left 
who seek a socialist transformation. You also create a bridge 
between management and organization studies and the po-
litical science field: what can current management practice 
teach us about how could we organize, concretely, a demo-
cratic socialist society? 

I encourage readers to judge for themselves the robust-
ness of your arguments. Your book describes several exam-
ples of companies that have pushed in a progressive direction 
and whose strategic management practices might form a 
template for socialist planning practice. You highlight in partic-
ular innovative management practices that promise to make 
centralized decision-making more participative, standardize 
practices without stifling innovation, support collaboration 
and at the same time encourage productive competition, and 
synthesize collectivism and individualism. And toward the end 
of the book, you offer a provocative description of how a 
democratic socialist society could use these principles to en-
sure that socialist central planning is both effective and 
democratic. 

Although your argument opens a dialogue between manag-
ers and other spheres of civil society, it is also an uncomfort-
able one – both for left radicals and reformist progressives. Let 
us first consider your challenge to the left radicals. In France 
and the United Kingdom, for example, militants on the left are 
very suspicious of managers, private-sector companies, multi-
nationals, and business schools. They are unlikely to be recep-
tive to the idea that they should take lessons from big American 
firms or business school professors. As critical management 
scholars, how could we overcome this skepticism? Did you try? 
Do you think that there are, somewhere in the United States 
(US) or elsewhere, some movements ready to listen to your 
argument?

Thank you, Regis, for such a generous overview of my book. Your 
question is a fair one. I had a very specific audience in mind in 
writing this book: the young people who were excited by Bernie 
Sanders campaign in 2016. Many of them had little idea what 
the word socialism meant, but embraced the label as a way of 
expressing their feeling that some very radical change was urgent. 
This was my main audience.

Public opinion polls in the US show that most people under 40 
do not associate the term socialism with the ‘bad old USSR,’ but 
with the idea for a more egalitarian society. Their enthusiasm 
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for this idea, however, will not sustain for long a real movement 
towards socialism unless we can explain how socialism can avoid 
the problems encountered by 20th century socialism. That was the 
challenge I tried to address.

One way to do that could be to review the history of last century’s 
efforts to build socialism, identify their successes and failures, and 
use this forensic approach to offer some recommendations. There 
are quite a few terrific books that do that.

I took the other path: I attempted to find in the world around us 
now some exemplars that would inspire confidence that socialist 
economic planning at a national scale could indeed operate 
democratically and effectively. 

So where do we find such exemplars? Many on the US left refer 
with enthusiasm to the New Deal. That is a great reference point – 
every high-school student has learned about it, and political figures 
on the left often celebrate its accomplishments. But this is only a 
good reference point if you want to argue for social-democracy – 
for a society where the economy is composed of firms competing 
for profits but where government imposes serious regulations and 
sustains a robust welfare system, and where the ‘social partners’ 
work to find compromises. There is no doubt that such a form of 
society would represent great progress in the US. But I don’t see 
how this form of society can overcome the six big crises that I focus 
on and that you just listed: social democracy could mitigate these 
crises, but has not and cannot overcome them. And overcoming 
them is getting urgent, especially on the environmental front.

Where else to find exemplars? In European countries like France, 
with some legacy of social-democracy’s brighter years, you might 
focus on some big public-sector agencies that work well and 
draw lessons from them. Here in the US, however, such agencies 
are much harder to find. Conservatives in the US have done an 
effective job undercutting the effectiveness of our public services, 
so few people find much inspiration there. 

Some socialists refer to worker cooperatives. That’s a great reference 
point if you want to talk primarily about one of the six crises – 
workplace disempowerment. But it does not help us much in 
thinking about the other five crises, because these are all wider and 
more systemic in nature. To solve these systemic crises, we have to 
find our way to democratic decision-making at the national, indeed 
international level, not just at the enterprise level. We need a sharper 
image of a society with a comprehensively planned economy. 

My response to this challenge was based on this simple idea: the 
big capitalist firm is an island of planning (albeit in a sea of market 
competition). In their internal strategic planning, firms encounter, in 
miniature, the same basic challenges as a socialist society will face in 
its planning efforts at the national level, namely, how to ensure that 
planning is both democratic and effective. By effective, I mean that it 
yields sufficient levels of innovation, efficiency, and motivation. Some of 
these firms have been pretty innovative in finding ways to overcome 
those challenges. If we squint hard enough to abstract from the 
capitalist character of these firms, we can form a pretty good idea of 
how socialist planning could be both democratic and effective.

Most young people – including most of those who supported 
Sanders – work in mid-sized or larger business organizations. While 
there’s plenty to hate about the way most of these organizations 
function, and while those on militant left make it a point of pride to 
denounce those despotic features at every opportunity, my bet is 
that most people feel much more ambivalent (to use the term you 
introduced) about their work experience. In many organizations, 
strategic planning works pretty well to get people and units to 
work together (even if it’s ultimately only for profits) (see Adler, 
2012). So I figured I could make a case for socialism by getting 
readers to imagine that we used the best of these corporate 
planning techniques to make decisions about our whole economy.

For already-committed, already-sophisticated, left militants, my book 
offers mainly some new ways we can defend socialist planning ideas 
against the counter-arguments coming not only from the right but 
also from the reformist left. 

Interesting approach! But now let’s consider the other side – 
progressives and democrats who fear such a ‘strong’ version of 
socialism, one based on wide-ranging nationalizations and 
comprehensive (rather than merely ‘indicative’) planning. 
Indeed, as we said, you identify private property as the cause 
of our problems, and you want to socialize ownership of the 
bulk of society’s productive resources (including land and 
housing). How do you bring readers around to even consider-
ing such a radical vision?

I try to show why such a radical change is needed to overcome 
each of the six big crises. The clearest case is surely the climate 
emergency (see Adler, 2015). According to the 2018 National 
Climate Assessment, if we stay on our current course, the world 
will see increasingly frequent and destructive wildfires, hurricanes, 
ice-storms and heat waves over the coming decades. Lower water 
tables and rainfall levels will cause massive crop failures. Rising sea 
levels will force millions to flee coastal areas.

Climate scientists tell us that the world must get to net-zero 
carbon emissions by 2050 to have a reasonable chance of 
avoiding chaotic breakdown. Moreover, wealthier countries such 
as the US will need to fully decarbonize much faster than that – 
by 2030 at the latest – to accommodate the poorer countries’ 
slower decarbonization trajectory.

And in order for us to meet this 2030 goal, industry will be forced 
to abandon or rebuild trillions of dollars in assets. In the US that 
means not only rapidly shutting down the fossil-fuel companies 
such as Chevron and ExxonMobil and Peabody Coal, but also 
radically transforming the working assets of companies whose 
products run on oil – companies such as General Motors, Boeing, 
United Airlines, and FedEx. And further afield, there are vast 
swaths of our economy whose products and processes contribute 
to climate change, and which therefore must be radically and 
rapidly transformed – agriculture, cement, mining, forest products, 
water systems, chemicals, plastics, and many consumer products. 
And further afield again, climate change means we need massive 
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investments in infrastructure – sea walls, a new electric grid, new 
water supply systems, strengthened bridges, etc.

While there are a few industries that might see in all this a 
wonderful business opportunity (solar energy, green consulting, 
civil engineering), for most businesses, the extent of retooling 
required would saddle their shareholders with huge losses. 
Moreover, even if we elect a government determined to drive 
this transition, we cannot meet this goal without bankrupting a 
huge number of firms. Had we started this transition 40 years 
ago, when the science was already clear, perhaps we could have 
avoided this situation, but now it is probably too late. Given the 
massive strain on the solvency of so many businesses that this 
rapid transition would entail, it is simply impossible to see how 
it can happen without socializing the ownership of most of our 
industry and using that control to plan a comprehensive overhaul 
of our systems of production. 

Your argument is also unusual for a critical scholar in manage-
ment. Traditionally, Critical Management Studies (CMS) does 
not celebrate but rather denounces managerial discourses and 
practices. CMS focuses on the negative side of management – 
indeed, CMS scholars often denounce the very idea of man-
agement. Do you think that CMS, to be more impactful, should 
evolve to a more optimistic or positive attitude? 

Your premise is quite right: many of the left and in CMS in particular 
seem to feel that to acknowledge any positive value for capitalism 
or management would be to undercut their critique. I think the 
opposite is true. Most people see capitalism as having brought real 
improvements in working people’s lives over the longer term and 
on average. Few people deny that this has come with terrible costs. 
But our critique of capitalism degenerates into polemic if we can’t 
find a way to acknowledge those benefits (see Adler, 2002).

More: when you consider the framing of our rhetoric, surely the 
very strongest position for us is to account for those benefits in 
a way that not only doesn’t weaken our critique but is part of 
our critique. And that’s what I find most appealing about Marx’s 
way of conceptualizing the ‘dialectical contradiction’ between 
the socialization of the productive forces and the persistence of 
private property. Capitalist competition stimulates the progressive 
socialization of production, yielding productivity and affluence, but 
this very process simultaneously renders increasingly obsolete the 
capitalist private-enterprise property system – manifested in ever-
wider and -deeper crises – and builds the material foundations for 
a post-capitalist world (see Adler, 2007).

In our management journals, we are seeing growing enthusi-
asm for ethnographic studies on alternative and activist move-
ments, alternative forms of organizations (e.g., cooperatives, 
nongovernmental organizations, associations, nonprofit organi-
zations, spontaneous occupations, and recently in France we 
see the development of  ‘Zones à Défendre’ known as ‘ZADs’). 
There is also a craze for ‘holacracies’ or ‘liberated companies.’ 
Yet, in your book, you rely mainly on examples from more 

traditional companies. Why not exploit what’s exciting and 
new about these new forms? 

I don’t see how we address the wider and deeper problems the 
world faces today absent a massive shift at the national economy 
level away from private enterprise and competitive markets 
to socialized ownership and cooperative planning. So long as 
enterprises have to compete for investment funds from profit-
driven investors, it makes little difference to our capacity to solve 
these bigger problems whether these enterprises are traditional 
businesses, workers coops, or holacracies. So the big question is 
then: how can we ensure that such national economic planning 
functions the way we want it to? These traditional enterprises have 
something to teach us about that, due to their massive scale and 
complexity and the performance pressures they are under. So their 
managerial innovations hold some unusually useful lessons for us.

In this book, you defend a ‘positive’ attitude, without denying 
the dark times that the crises of capitalism are preparing for all 
of us. This is an intermediary position between the very pessi-
mistic ‘catastrophists’ or ‘survivalists’ on one side; and the (over) 
confident market or technology enthusiasts on the other. It 
makes me think of the recent ‘post-growth’ proponents, or 
eco-socialists, or radicals who try to establish local ‘oases.’ Do 
you think that with this book you contribute to this type of 
emerging mood (if it does exist)? 

I return to Rosa Luxemburg’s ‘socialism or barbarism’ dictum: on the 
hand, we have reason to hope – a better world is surely possible, 
and local experiments and oases remind us of that – and on the 
other, we have reason to fear – the consequences of not making 
this leap to socialism are increasingly dire. Can we live with that 
ambivalence? Surely. 

Your emphasis on the climate crisis makes me wonder if you 
think that ‘red is the new green’: that a real ecologist project 
must be joined with a Marxist reading.

Yes, I am inspired by the growth of eco-socialist thought. This 
project still encounters some resistance on the left because people 
worry that we are putting the defense of animals and ecosystems 
ahead of the defense of people. That resistance is fading fast as the 
environmental crisis accelerates, and as the necessity of a socialist 
response to this crisis becomes more obvious. I love the French 
slogan that has emerged recently: ‘end of the world, end of the 
month – same struggle’.

You have not quoted Marx in your book. Given the fact that 
for over 20 years you have been persistent in your efforts to 
legitimate Marxism in management studies, that’s quite surpris-
ing. Why? To put it in another way, who is this reader you imag-
ine, one who seems to be rather reluctant to read Marx?

Yes, this is an interesting feature of my book. Readers with a 
background in Marxist thought should find much that is familiar 
here, even if I don’t explicitly call out those ties. But I was writing 
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primarily for people who have had zero exposure to Marxist ideas. 
We do not have the legacy you have in France of Marxist inspired 
parties and discourse. And without that background, I think it’s 
unrealistic to expect my audience to dive into Marx. So I had a 
choice to make: either introduce readers to those ideas or try to 
make the argument in my own common-sense terms. I took the 
latter route … and then hedged my bet: my book, with 150 pages 
of text, has another 40 pages of endnotes for readers who want to 
go further, and in those endnotes, readers will find a whole library 
of Marxist thought. Even there, however, I don’t discuss Marx’s 
work, but try to provide a bridge to it via other people who have 
used his ideas and brought them to life. 

But further on Marx and Marxism: the only direct reference to 
Marx in the entire book – buried in a tiny note – is in the third 
chapter of your book, where you build a very interesting argu-
ment based on Marx’s notion of ‘socialization.’ Do you think 
that the Marxist community will be critical of how you use this 
concept? 

I hope not! I use the term socialization to refer to the growing 
interdependence of productive activity. I think that corresponds 
pretty precisely to Marx’s usage. The thesis is simple: the progressive 
socialization of productive activity both facilitates and renders 
increasingly imperative the corresponding socialization of property. 
I think that’s a classic Marxist thesis. To return to the earlier point: I 
think Marxists have lost track of this idea because they have become 
so wary of acknowledging anything progressive about capitalism. 

It is very hard for a scholar to present normative propositions. 
Yet, very frequently in the second part of the book, you adopt 
a strongly normative position. How do you justify that?

I describe this book as ‘research based, and public facing’: it is 
published by Oxford University Press, but it is not addressed 
primarily to a scholarly audience, nor is it popularizing scholarly 
work. It is an argument for socialism – but an argument, not just a 
polemic. I did my best to identify counter-arguments at every step, 
and offer reasoned defenses. But of course, in the end, it is indeed 
a normative work. 

We all know the traps of the words we choose in this type of 
political proposition. Why and how did you choose the ex-
pression ‘democratic socialism’? Is this a way of taking distance 
from ideas of communism, anarchism, communalism, and the 
other strands of utopian thought?

Indeed, a complicated issue! In the US today, socialism has come – 
thanks to the extremist positions of the Republican party – to refer 
to any system where government plays more than the minimal 
role allowed by ideologues like Milton Friedman. I take that as my 
starting point. There’s nothing gained by saying it’s stupid: words 

mean what people use them to mean. So then I ask what kind of 
socialism we should be aiming for if we want to overcome the big 
crises and challenges we face. I argue that the ‘moderate’ forms 
(regulated capitalism or social democracy) won’t suffice, and that 
we need a pretty radical form – one that involves a big dose of 
centralized planning. And if that’s the goal, the biggest concerns 
– widely acknowledged – are whether such system can operate 
democratically and effectively. Democratic socialism seems like as a 
good a label as any for that.

It’s true that Sanders has said that he aims for policies like those in 
Scandinavian social democracy, but he is a smart guy who knows 
the difference. I take him to be saying that his campaign will aim 
at social democracy, knowing full well that the resistance of the 
capitalist class will force us to go further if we don’t want to retreat. 
So my book aims to prepare Sanders’ supporters for that bigger 
struggle ahead,

I realize that other people have used the term democratic 
socialism to mean a model in which market competition rather 
than planning will still guide enterprises’ decisions, but where 
government regulations and the cooperative constitution of those 
enterprises will yield a better world. This is a model that attracts 
a lot of interest in the United States, because we have such a long 
tradition of seeing the main enemy as big business and centralized 
government – a tradition that advocates decentralization and 
‘small is beautiful.’ But I am yet to see an account of such a system 
that shows how we overcome the big challenges we face without 
a hefty dose of central planning. So I call my model democratic 
socialism and use the opportunity to argue that democracy is not 
reducible to local independence – it’s a principle for governing 
our interdependence. Democratic socialism, as I see it, is the 
extension of democratic decision-making to the governance our 
country’s entire economy.
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Researchers are well aware that university breaks are often 
the most inspiring periods for writing, in particular academic 
articles. Still, one cannot prevent our relatives from question-

ing why we are not more available for them. This is what happened 
when my daughter came to me with her bag full of tricky 
questions. 

-	 Daddy, come play with me! 
-	 (grumbling as I come out of my mental focus). Not right 

now, honey, I’m working. 
-	 (the little angel was getting slightly pissy) But … it’s 

Christmas break! You’re supposed to be on holidays! Just 
like your students! Just like us! 

-	 (feeling like I had to justify myself) Yes … alright … 
I know sweetheart … but I have to finish this paper.

-	 But you always have a paper to finish … or to start … 
I can’t believe it! Why do you always keep working on 
your articles … Are you less gifted than the others? Do 
you have to work harder than the others? 

-	 (damnit, sneaky little girl! This was not even a silly question) 
Mhmmm … You’re probably right … But you know, 
publishing in an academy journal is not that easy. It is 
really hard work! 

-	 But why? What is an article actually made of? 
-	 (alright, let’s try to keep her mind off of trickier questions by 

talking about my job) Well … an article, you know, is 
quite a simple thing: you report your research to a 
broader audience. Just picture your presentations during 
your science classes, you see? 

-	 (obviously rejoiced, as she seemed to have understood it all 
in a flash) Alright, so it’s very easy, you just write down 
your thoughts, describe the experience, share the results 
and … tadam ! - 

-	 (getting into details) Yes, you’re spot on … well, not fully 
but that is how it roughly goes. And there are a few 
implied rules to follow on top of that.

-	 Implied … rules? What are you talking about? 
-	 (Alright, calm down Professor Snape, you are not talking to 

your students. Well, anyway even they are usually clueless 
about what I mean.) There are rules that have to be 
followed but are not written anywhere. 

-	 (Clearly not happy with my answer) How do we get to 
know them then?

-	 You learn them from experience, or from being taught 
by someone who knows them.

-	 Oh, that’s right! Just the way the teacher does 
with us. 

-	 Yes, you are lucky to have a teacher who shows you the 
way things work. And just like your teacher, there are 
people over here, who assess our work, give us a grade, 
and tell us how we can improve it. Even though most of 
the time, they just tell us that our subject is not that 
interesting and that we should not waste our breadth 
over it. 

-	 (she is not one to give up that easily) Most of the time? 
Everyone says that? So everyone sucks? 

-	 Some people more than others … well, some have to 
spend more energy than others at work … and it 
depends on the journal you are targeting … But yes, 
that is how it goes. 

-	 (Now she seemed really surprised) Alright, so publishing is 
somehow exceptional, like an accomplishment … 
Shouldn’t it be the other way around, if publishing is the 
purpose of your job?

-	 You are right … But there are several reasons why it is 
not that straightforward. 

1. My acknowledgement goes to Maxime Duda for his conversational English language skills.
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-	 Ah … I see. In fact, you guys, the researchers in manage-
ment… you are wambats!

-	 (first time I hear that word) Pardon me young lady? 
-	 Wambats! Dad, do you even know about wambats? The 

wambat is such a great animal! It is the only living crea-
ture who produces cubic shaped doo-doos. 

-	 Great… I’m trying to tell you things about my daily 
work in an adult way and you bring it down to bath-
room jokes.

-	 No way, Dad, it’s exactly the same thing! Making a cubic 
poop is just like publishing an article: it is really, really 
difficult. No colon is ever naturally made for that, no one 
shows you how to do it and that is what makes wam-
bats so unique. They pile up their most beautiful cubic 
shaped dumps, and at the end, the one with the highest 
pile of cubic dejections becomes the leader! 

-	 Your comparison is funny … because in our work com-
munity, the one who manages to release the most 
impressive articles in the best journals, the one who 
stacks the most written production, turns out to 
become the boss! Our top researcher! 

-	 That is exactly what I’m telling you, you guys are wam-
bats! And of course, these animals get stronger over and 
over because those who manage to make the most 
cubic-shaped poops are those who survive the longest 
… And as a result, they mate among themselves! 

-	 That’s right! This is how Evolutionary mechanisms go: some 
of us adapt to our environment and get stronger, we 
become experts in cubic poops…gahhh… I mean experts 
in writing more accurate articles. We emulate each other 
as we are living among our wombat counterparts. 

-	 Alrighty, I think I have seen that on YouTube … First of 
all, their diet is important. Apparently, they eat very dry 
things to produce the perfectly shaped dejection. On 
top of that, it seems like some parts of their colon have 
a different springiness. That is how you get the best 
cubic-shaped poop. 

-	 Same goes for our shi … sorry, I mean our sheets … of 
paper, the best newspapers and journals: an environ-
ment that offers the best resources (dry food for wam-
bats, advice from close colleagues for researchers), a 
‘special personal talent’ (a more flexible intestine or 
writing skills) and a lot of work to achieve greatness. 

-	 See, I was right, Daddy, you’re all wombats! 
-	 You could see it this way …
-	 But… why are you doing this? The wambat has its own 

reasons … For example, it is an animal with poor eye-
sight. And everyone knows that a stack of poop is more 
visible from afar and smells stronger. 

-	 Well, you could say the same about us! Sometimes find-
ing out who works harder, or better, is useful. It is not an 
easy thing to sort out as our works are difficult to eval-
uate and compare. In a perfect world, you would have 
to read them all, this is a hell of a hard work … So, stacks 
of pretty cubes are handy! Evaluation boards are some-
times just a group of shortsighted wambats who feel 
lost in the middle of stacks of cubic-shaped poop. 

-	 (Stubborn little thing, she would not give up) But who 
decides if your poop is truly cubic? How do they 
assess it? 

-	 Well, there’s a whole system of evaluation behind it. 
There are heads of academic journals and chief editors, 
who ultimately decide whether the poop is cubic 
enough to be part of the stack. Specialists and evalua-
tors assess the cubic-ness, and even sometimes advise 
us on shaping them best. Then, on a collective level, 
there are filters that grade the quality of the poop, those 
are the academic journal’s rankings. 

-	 But everyone plays that game? Isn’t there anyone who is 
trying to do something else? Like a triangular poop? 

-	 Well, some people do not get in line, indeed! If for 
some reason, we don’t want to make cubic-shaped 
poop, we can try triangles, balls, etc., like books, press 
articles, videos. But the problem remains: it is like squar-
ing the circle …and even worse, the stacks might smell 
less. Other people try to change the filter, the evalua-
tion rules to determine the very definition of what is 
cubic or not. Tools can be changed to prove that trian-
gles are in fact cubes. But at the end of the day, stacking 
remains difficult … 

-	 (with a little bit of mischief) Oh yes, your rankings are like 
thermometers. If you want to live in a country with 20° 
all year round, you can move to Marrakech, or you can 
build a thermometer that always points to 20°C … But 
if you go for the second option, it will not prevent you 
from feeling cold anyway.

She eventually stared at me with a stern look, and raised one last 
meaningful question. 

-	 But don’t you feel sad sometimes? A wambat is a cute 
animal, but… you, you keep striving to get better results, 
better-shaped poop, working always harder … doesn’t 
it ever feel absurd and sad?

-	 Ah well … my sweet darling … I leave that opinion to 
you. On my end, I have to go back to my shapeless piece 
of poop … and stack my pile until it is high and smelly 
enough. 


